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Abstract. The function decomposition problem can be stated as: Given
the algebraic expression of the composition of two mappings, how can
we identify the two factors? This problem is believed to be in general
intractable [1]. Based on this belief, J. Patarin and L. Goubin designed
a new family of candidates for public key cryptography, the so called
“2R—schemes” [10, 11]. The public key of a “2R”-scheme is a composition
of two quadratic mappings, which is given by n polynomials in n variables
over a finite field K with ¢ elements. In this paper, we contend that
a composition of two quadratic mappings can be decomposed in most
cases as long as ¢ > 4. Our method is based on heuristic arguments
rather than rigorous proofs. However, through computer experiments,
we have observed its effectiveness when applied to the example scheme
“D**”given in [10].

1 Introduction

Public key cryptography is becoming more and more important in modern com-
puter and communication systems. Many public key cryptosystems (PKCs) have
been proposed since Diffie and Hellman initiated this direction in 1976 [2]. Usu-
ally the security of a PKC relies on a hard mathematical problem. The most
famous such problems are integer factorization and discrete logarithm. PKCs
based on these two kinds of problems, such as RSA[13] and ElGamal[3], although
mathematically sound, need to perform a large amount of huge arithmetics; so
are not very efficient compared to classical symmetric cryptographic algorithms
such as DES. Much effort has been paid in seeking more efficient constructions
for PKCs. One class of these constructions make use of mapping compositions.
The basic idea is as follows: a user chooses several easily-invertible mappings
which he keeps secret, computes the algebraic expression of their composition
and makes 1t public; then anyone else can do encryption or verify signatures
using the public key, but will be faced with a set of complicated algebraic equa-
tions when he tries to decrypt cipher texts or to forge signatures. An obvious
advantage of these PKCs is that the private key side computations (decrypting
and signing) can be made very efficient and be implemented with very simple
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hardware. There are two main drawbacks however: large public key size and
ambiguous security foundations.

The earliest examples of PKCs making use of mapping compositions were
proposed by T.Matsumoto and H.Imai [4] in 1985. One of them, called “B”,
looks like “t o f o s”, where ¢, s are two secret linear mappings over GF(2)",
fiax— (z4c¢)mod (27 —1)+1, 0 — 0, cis also secret, and elements of GF(2)" is
identified with integers naturally. This scheme is still unbroken. Another example
is called “C*” (see also [5]), in which the above f is replaced by a “quadratic
polynomial tuple” which will be called quadratic mapping in this paper. C* was
broken by Jacques Patarin [7] in 1995.

One-round schemes are generalizations of C*. They are of the form the “to fo
s”, where s, t : K™ — K™ are affine, f : K™ — K" is quadratic, and K is a finite
field. J. Patarin and L. Goubin gave several constructions of one-round schemes
using algebraic techniques and S-boxes (see [10,11]), and they also showed that
their constructions are insecure. Therefore they proposed two-rounds schemes,
abbreviated as “2R”, in which the public key 1s the composition of two secret one-
round schemes, based on the assumption that functional decomposition problem

1s hard.

In this paper, we show that “2R” schemes can be decomposed into separated
one-round schemes in most cases as long as the field K has more than 4 elements.
However, we were only able to justify this claim by some heuristic arguments
and experimental evidences instead of rigorous proofs.

Briefly stated, our method is as follows. Suppose # = fog: K” — K” be
the composition of two quadratic mappings. We have n output polynomials of
in n variables of degree 4. The partial derivatives of all these polynomials with
respect to all the n input variables give n? cubic polynomials, spanning a linear
space V. This space is contained in the space V of cubic polynomials spanned by
products of the n input variables X; and the n intermediate output polynomials
of g, provided that K has more than 4 elements. Since both V and V tend to
have dimension n? for random choices, we hope they are equal (or at least the
the codimension is small). For a linear combination F' of input variables, we can
use linear algebra to compute (V : F'), the space of quadratic polynomials r such
that rF € V. When n > 2, the intersection of these spaces is a candidate for
the space £(g) spanned by the n output polynomials of g. This last statement
needs the assumption that the factorization of m is unique, that is, if we write
7 = f' o g’ for quadratic f’, ¢’, then ¢ and ¢’ differ only by a linear factor.

We have applied this method to a concrete example D** in the “2R” family.
D** 18 a composition of two D*s, and a D* is a mapping of the form ¢t o ¢ o 57,
where ¢ is the squaring in the extension field K "), In the example, K = GF(251)
and n = 9. In our experiments, the above method has never failed to find the
linear class of the inner D* by which we mean the set of mappings which differ
from each other by a linear bijection.

The rest of this paper is organized as follows: Section 2 gives a brief review
of “2R” schemes and some notations and definitions. Section 3 describes the
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steps in decomposing compositions of quadratic mappings. Section 4 gives some
experiment reports. Section b is the conclusion of this paper.

2 “2R” Schemes and “D**”: A Brief Review

Through out this paper K denotes a finite field of ¢ elements, and K™ denotes the
vector space over K of dimension n. Any polynomial P = P(X1, X, -+, X,,) can
be seen as a mapping K" — K : (21,22, -, &n) = P21, 22, -, 2,). Similarly,
any n polynomials (Py, Pa, -+, P,) can be regarded as a mapping K — K™:

(xlaxZa"'axn) — (Pl(xlaxZa"'axn)aPZ(xlaxZa"'axn)a"'aPn(xlaxZa"'axn)~

Conversely, any mapping K” — K" can be expressed as n polynomials as
above, these polynomials are called its component polynomials. A mapping is
called linear, if its component polynomials are all homogeneous of degree 1;
affine, if constant terms are allowed; quadratic, if the total degree < 2.

“2R” schemes (“2R” stands for 2 rounds) were introduced by Jacques Patarin
and Louis Goubin in [11]. The private key consists of

1. Three affine bijections r, s, t from K" to K™.
2. Two quadratic mappings ¢, ¢ : K" — K" (in fact, these two mappings
can also be made public).

The public items are:

1. The field K and dimension n.
2. The n polynomials of the composed mapping @ =% 0 ¢ o s 0 ¢ o r which are
of total degree 4.

The public-key side computation is just an application of the mapping =
(both message blocks and signatures belong to K™). To explain decryption and
signing, we need more words. The designers of these schemes do not require the
private mappings ¥, ¢ be bijections. To achieve the uniqueness of decryption, we
should introduce enough redundancy in message blocks. Similarly, to compute a
signature, we should keep enough redundancy-bits so that for any message m,
we can find a redundant tail R making m||R lie in the range of . The non-
injectiveness of 1, ¢ will in general greatly reduce the efficiency in private-key
side computations. In the scheme D**  these drawbacks are overcomed by a
clever choice of the message-block space, see [10]. The essence of decryption is
to find the full preimage m=!(c) for any given ¢, and that of signing is to find a
single element belonging to 7=1(¢). When the private keys are known, this can
be reduced to inverting ¢ and ¢.

As the authors of [11] point out, the security of “2R” schemes can be affected
by the choices of ¥, ¢. Since ¥ and ¢ should be easy to construct and invert,
currently only the following constructions are known:

. . . -~ 8
1. “C*-functions”: monomials over an extension of degree n over K: a — a't¢ .
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2. “Triangular-functions”:
(a1, an) = (a1,a2 + qi(ar), -, an + gn-1(ar, -+, an-1))

where each ¢; is quadratic.
3. “S-boxes-functions”: (ay, -, an) —

(Sl (ala o 'anl)a 52(an1+1a Ty an1+n2)a Ty Sd(an1+~~+nd_1a Ty an))

where n = > n;, and S; is a quadratic mapping K™ — K.

4. techniques by combining “S-boxes” with “triangular-functions”.

5. D*-functions: squaring in extension of K of degree n, denoted as K (") where
q"=—-1 (mod4).

Previous researches [11, 8] have shown that, when 1 is in the first two classes,
the resulted scheme is weak. Note that if we drop ¢ and ¢ in above descrip-
tion of “2R”, we get the so called one-round schemes. A “2R” scheme is just a
composition of two one-round schemes. All one-round schemes from the above
constructions have been shown to be insecure [8,9,7,10,11].

“D**” is a special instance of “2R”. It is defined as:

1. ¢" = =1 (mod 4), and ¢ is about of the size 2%. (For example, ¢ = 251,
n =19 [10].)

2. r, s, t are linear bijections.

3. 4 = ¢ is the squaring in K where K" denotes the extension of K of
degree n.

4. The message block space is chosen in such a way [10] that the restriction of
7 on it is an injection. (This is irrelevant to the purpose of this paper.)

Note that the public polynomials in D** are all homogeneous of degree 4.

3 Decomposing “2R” Schemes

A basic assumption behind “2R” schemes is that the functional decomposition
problem for a composition of two quadratic mappings from K" to K™ is hard.
In this section we will give evidences which indicate that this assumption is not
realistic provided ¢ > 4.

As in the previous section, let # =t o1y o s 0 ¢ o r be the public key. If for
any quadratic f, g, satisfying # = foyg, we have f =totos;, g =ss0¢or,
for some affine bijections s, s satisfying s = s1 o 55, we say that = has unique
factorization. If the factorization of 7 is not unique, even we can decompose it
into two quadratic mappings, we are not sure if these two mappings are one-
round functions which can be attacked by known methods. Therefore we need
to assume this uniqueness of decomposition. It seems difficult to justify this
assumption theoretically, but we believe that most compositions of quadratic
mappings do have unique factorizations.
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Note that if we can find a ¢ = s3 0 ¢ o 7, then f may be obtained by solving
linear equations arising from coefficients-comparing. Note also that ss 1s not im-
portant, what we really care is the affine class {sogor : for all affine bijection s}
(similarly, the linear class of a mapping ¢ is {s o ¢ : for all linear bijection s}),
and this class is uniquely determined by the vector space generated by compo-
nent polynomials of g and 1. In the following we will describe how to obtain this
space when given the component polynomials of «.

To ease the discussion, we assume all the mappings r, s, ¢, ¢, ¢ are homo-
geneous. In this case, we only need ¢ > 3. The general case can be reduced to
the homogeneous case when ¢ > 4, by a standard algebraic procedure which is
called homogenization, see Appendix 1.

3.1 A Linear-Algebra Problem on Polynomials

Now we assume f, g be two homogeneous quadratic mappings from K" to K”.
Given the composition f o g, which is a homogeneous mapping of degree 4, we
want to determine the linear class of ¢, this is equivalent to determine the linear
space L(g) generated by component polynomials of g. This linear space may
not be directly obtained, but later we will show that the linear space V(g) =
> cicn XiL(g) can in most cases be obtained from the component polynomials
of fog. So we are faced with the following problem of linear algebra.

Problem 1 Let W be a linear space of dimension < n consisting of quadratic
forms in n variables Xq,---, X, . Given V. = 3" ;. XiW, is it possible (and
how) to uniquely determine W ?¢ T

For any subspace £’ of the linear space £ generated by X1, -+, X, let

(VL) =¥ {re K[X,, Xy, -, Xp]: 7L CV}.
When £’ has dimension 1, say, generated by F', we also write (V : F') = (V : L').
We have the following conjecture.

Conjecture 1 Notations and assumptions as above, then for randomly chosen
W, the probability p that (V : L) = W are very close to 1 when n > 2.

Note that (V : £’) can be computed using linear algebra for any V' and £’, so
the above conjecture says that in general the answer to the above problem is
positive.

Although we can not prove the above conjecture or give a reasonable esti-
mation on p, in the following we will justify this conjecture with some heuristic
arguments based on some standard facts from linear algebra.

Let @ denote the total space of all quadratic forms. We have dim(Q) = n(n+
1)/2. In the application at hand we may assume dim(W) = n, so dim(Q/W) =
n(n+1)/2—n =n(n—1)/2, where Q/W means quotient space. Now we wish
to estimate dim((V : £)/W). Note that (V : £)/W = ny(V : X;)/W. Tt is not

easy to characterize this intersection because of the complex relations between
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the spaces (V' : Xj). To simplify things, we regard the n spaces (V : X;)/W
as n independent random variables. This is neither supported or disapproved
by any theoretical results we know. By linear algebra (see Appendix 2), two
random subspaces of dimension ni, ns of a n-dimension space tend to have
intersection of dimension n; + ny — n, so we need that 3. dim((V : X;)/W)
exceeds (n — 1)n(n — 1)/2 to expect a nonzero intersection N;(V : X;)/W.

Now let us see the dimension of the subspaces (V' : X;)/W. Since every
coordinate X; plays the same role, we only need to consider (V : X1)/W. Let
(g1, g2, -+, gn) be a basis of W, any element in (V : X1)/W can be written
in form (> g:F;)/ X1, where F; are linear forms in Xs,---, X,,, and satisfying
> gi(0, Xa, -+, Xp)F; = 0. Let ¢ be the linear map from £, where £’ be the
space of linear forms in X5, - - - X,;, to the space of cubic polynomials:

(Fi, o Fo) = > gi(0,Xa, -+, Xp) Fy.

Then we see dim((V : X1)/W) < dim(ker(c)). Again we regard o as a random
linear mapping between spaces of dimensions n(n—1), (n—1)n(n+1)/6 respec-
tively, so we may expect dim(c) = n(n—1)—(n—1)n(n+1)/6 (dim(ker(s)) = 0,
if the r.h.s is negative). This number is: 2, when n = 3, 4; and 0, when n > 5.

Therefore we can not expect > . dim((V : X;)/W) > (n—1)n(n—1)/2 when
n > 3, which suggests we have good chance to have (V' : £) = W. Note that this
conclusion would be more credible if ¢ or n gets larger.

3.2 Recovering V(g)

In the previous section we have indicated that fog can likely be factored as long
as V(g) can be obtained. Now we will show how to get V(g) from the component
polynomials, hy, -+, h,, of fog.

Let V denote the linear space generated by

Oh;

X, € Vig), for all ¢, j.

Lemma 1. V C V(g) if ¢ > 3.

Proof. When ¢ > 3, the expression for each h; as a homogeneous polynomial of
degree 4 is unique. We can write k; in form > ax 19k gi, so we have

ohj A I
oy, = Zak,l(axigl + 8Xigk) eVig).

a

Since dim(V(g)) < n?, if we regard the n? partial derivatives as random
vectors in V' (g), then with probability greater than J];5 (1 —¢"), which is close

to 1 — 1/q when ¢ is not too small, we will have vV = V(g). In general, the
probability that dim(V(g)/‘N/) > ¢ is approximately ¢=% . So when V # Vig),
we can expect that dim(V'(g)/V) be very small, say < n.
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When V # V(g), V(g) may be recovered from V as follows. Randomly choose
a subspace £’ of £ and compute (V : £'), if we can be assured that (V : £') C
L(g), then we can add (‘N/ : L)L to V, and hope this will enlarge V and by
repeating the process to finally get V= V(g). The problem is that it is hard to
decide whether (V : £) C £(g). In the following we will give a solution to this
problem for n > 4.

Assume 0 < § = dim(V (g)/V) < n and n > 4. By arguments in the previous
subsection, we have seen that (V(g) : F') = £(g) holds with high probability for
a randomly-chosen linear form F. On the other hand, dim((F£L(g))N ‘N/) >n—4,
and the equality also holds with high probability. (V (g) : F') = £(g) implies that

(V. F)=((FL(g)) NV)/F.

So we could expect that dim((f/ : F)) = n — 6 occur frequently. Moreover ¢ can
be detected from the fact that

§ = n —min{dim((V : F)) : for sufficiently many random F}

. Now it is easy to conclude that (‘N/ : ) C L(g) for those F satisfying dim((f/ :
F)=n-56.

4 An Example

In this section, the methods of the previous section are applied to a concrete
example, D** with ¢ = 251, n = 9, which is suggested in [10]. The irreducible
polynomial for definition of K(®) is chosen as t? 4+t + 8(the choice is irrelevant
to the analysis of the scheme). Let ¢ denote the squaring in K® Let g, = ¢os
for any linear bijection s. The property that (V(g;) : £) = £(g;) is independent
of 5. So are the distribution of dimension of (V' (gs) : £') while £’ ranging over
subspaces of £. Therefore in order to verify the properties of V(gs) as predicted
by the heuristic arguments in the previous section, we may assume g = ¢. The
component polynomials of ¢ is given in appendix, where indexes for variables
start with 0. It can be verified that dim(V (g)) = n? = 81. We did not find any
linear form F, such that (V(g) : F) # £(g), among 1000 randomly chosen F. So
L(g) has much stronger properties than that stated in Conjecture 1. This also
suggests that, if the inner factor of a “2R” scheme is a one-round scheme of type
D*, the attack described in the previous section would likely be successful.

We have also done experiments to verify that, the linear space V(g) can
indeed be recovered by the method described in previous section. For 7 = ¢ o
$osog¢or, define Vy to be the linear space generated by partial derivatives of
component polynomials of 7. It is easy to prove that dim(f/ﬂ) does not depend
on t and r. So we let ¢t = r = 1. Again we have tried 1000 randomly chosen s,
and we always get dim(Vy) = n? = 81.

The programs (see Appendix 3) for these experiments are written in Math-
ematica 3.0, where “testl” tests the properties related to Conjecture 1, and

“test2” test the distribution of dim(V7).
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5 Conclusion

In this paper, we have showed that the functional decomposition problem for
compositions of quadratic mappings is not hard provided the field of coefficients
has more than 4 elements. As a consequence, the base field for “2R” schemes has
only 3 choices: GF(2), GF(3), GF(4). However, in these cases, the dimension
n should be large to guarantee a reasonable block size (say, > 64 bits); since
the public key size is at the order of n®, one can easily see that the resulted
schemes are simply impractical. This concludes that the idea of “2R” schemes is
not interesting. One possible cure is to replace a few of the component polyno-
mials with random polynomials before composing the last affine bijection, using
ideas in [12]. Again, this will greatly reduce the efficiency of private-key side
computations, hence lower the practical value of the original designs.

It remains open if the corresponding functional decomposition problem is
really hard when ¢ < 4.
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Appendix 1: Homogenlization

For any polynomial P(Xy, Xa, -, X,,) of supposed degree d > deg(P), define
its homogenization as P = X3P(X1/Xo, X2/Xo, -+, X5/ X0o), where Xj is a
new variable. The supposed degree of the component polynomials of a quadratic
mapping is 2, and so on. For any mapping f : K” — K" with component
polynomials (f1, - -+, fn), define its homogenization as f= (Xgegf, fi, - ,fn)
Conversely, for any f of this form, define its dehomogenization to be f =
(fl(LXl, . ",Xn), . ..’fn(l’Xl’ . ,Xn))

Lemma 2. Let the f, g be two mappings K" — K". If ¢ > degf x degyg, then
fog=/[og.

Proof. In this case, composition of mappings 1s equivalent to composition of

polynomials, and the lemma follows from the fact that homogenization commutes
with polynomial composition. a

Suppose we are given a “2R” public key 7, if we can decompose @ = f o g,
then the decomposition m = f o g can be obtained simply by dehomogenization.
The above lemma guarantees the existence of such a decomposition of 7. In
decomposing 7 using the method of this paper, we should add the n polynomials
X2Xy, -, X2X, to V, the space of partial derivatives.

Appendix 2: Some Basic Facts of Linear Algebra

1. The number of subspaces of dimension & in a space of dimension n > k is:
plk,n)= [ " =d")/ I (6" —¢") = q"F*
0<i<k 0<i<k
2. The number of n x N matrices with rank < k < min(n, N) is less than

¢V pu(k,n) & gF N

3. The probability that the intersection of two random subspaces of dimension
ni, ng in a space of dimension n has dimension ny + ny —n+4d >0 (§ > 0)
is

pn—ng—6,2n—ny —ny —8)p(n —ny — 6,2n —ny — na — 0)
p(ni +no —n+8,n)u(ny,n) " p(ny, n) ™t a g7 omatnamndd)
4. The probability that a random linear mapping o : K™* — K2 has a kernel
of dimension e = max(n; — n2,0)+4d (6 > 0) is

ple,n)p(ny —ena) [ (677 —¢') mgmeletmemm)
0<i<ni—e

—nNin2

q
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Appendix 3

The following is the source code for our experiments written in Mathematica

3.0.

p=251; n=9;

phi={
x[0]~2 + 235x[4]1x[5] + 235x[3]x[6] + 235x[2]1x[7] + 235x[1]x[8],
2x[0]1x[1] + 249x[4]1x[5] + 243x[5]1°2 + 249x[3]x[6] + 235x[4]1x[6]
+ 249x[2]x[7] + 235x[3]1x[7] + 249x[1]1x[8] + 235x[2]x[8],
x[11°2 + 2x[0]1x[2] + 250x[5]"2 + 249x[4]1x[6] + 235x[5]x[6] +
249x[3]1x[7] + 236x[4]1x[7] + 249x[2]x[8] + 235x[3]1x[8],
2x[11x[2] + 2x[01x[3] + 249x[5]x[6] + 243x[6]1"2 + 249x[4]1x[7] +
235x[61x[7] + 249x[3]1x[8] + 235x[4]x[8],
x[2]1°2 + 2x[11x[3] + 2x[01x[4] + 250x[6]1"2 + 249x[5]x[7] +
235x[6]x[7] + 249x[4]1x[8] + 235x[5]x[8],
2x[2]x[3] + 2x[11x[4] + 2x[0]1x[5] + 249x[6]x[7] + 243x[7]"2 +
249x[5]x[8] + 235x[6]x[8],
x[31"2 + 2x[2]x[4] + 2x[11x[5] + 2x[0]x[6] + 250x[7]1"2 +
249x[6]x[8] + 235x[7]x[8],
2x[3]1x[4] + 2x[2]1x[5] + 2x[11x[6] + 2x[01x[7] + 249x[7]1x[8] +
243x[8]~2, x[4]1"2 + 2x[31x[5] + 2x[2]x[6] + 2x[11x[7] +
2x[0]x[8] + 250x[8]"2
};

tovector2[f_]:=Flatten[Table[Coefficient[f, x[ilx[j]1],
{i,0,n-1},{j,i,n-1}311;

id=IdentityMatrix[n(n+1) (n+2)/6];
muli_,j_,k_]:=Block[{il,j1,k1},
If[i<=j, i1=i;j1=j;ki=k, i1=j;
If[i<=k, ji=i; ki=k, ji=k; ki=ill;
Return[n(n+1)(n+2)/6-(n-i1) (n-i1+1)(n-i1+2)/86
+(n-i1) (n-i1+1)/2-(n-j1) (n-j1+1)/2+k1-j1+11];

Do[M[i]=id[[Flatten[Table[muli,j,k] ,{j, 0, n-1},{k, j, n-1}111],
{i, 0, n-13}]1;

H=NullSpace[Table[tovector2[phi[[i]1]].M[i], {i,0, n-1}],
Modulus->p];

Do[check[i]=Transpose[M[i].Transpose[H]], {i,0, n-1}];

rank[L_] :=Length[NullSpace[Sum[L[[i+1]]check[i],{i,0, n-1}],
Modulus->pl]-n;



Cryptanalysis of "2R" Schemes

testi[count_]:=Block[{i,L, r}, i=1;

While[i<=count,
L=Table[Random[Integer,p-11, {j,n}];
r=rank[L];

If[r>0, Save["result.mat", {i, r, L}1];
i++]1 1;

psi=phi/.Table[x[il->y[il,{i,0,n-1}]1;

dff_, i_]1:=Sum[j Coefficient[Collect[f,x[i]],
x[117j1x[i1~(3-1), {j,4}1;

tovector3[f_]:=Flatten[Flatten[
Table[Coefficient [f,x[11x[j]1x[k1],
{i,0,n-1},{j,i,0-1},{k,j,n-1}111;

test2[count_]:=Block[{A, f, n0, nl, n2, i, S,r,h},
i=1; n0=n1=n2=0;
While[i<=count,
A=Table[Random[Integer,p-1], {k,n}, {j,n}];
f=phi.A ; g=Expand[f, Modulus->pl; S={};
h=Expand[psi/.Tablely[jl->g[[j+1]1],
{j,0,n-1}], Modulus->p];
Do[AppendTo[S, tovector3[d[h[[k]], jI111,
{k,n}, {j,n}1;
r=n"2-n(n+1) (n+2)/6+Length[NullSpace[S,
Modulus->pl];
Switch[r, 0, nO++, 1, ni++, 2, n2++]; i++]1;
Print[n0]; Print[ni]; Print[n2];];
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