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Abstract. The use of anonymity-based infrastructures and anonysisex plausible solu-
tion to mitigate privacy problems on the Internet. Tor ($fior The onion routexis a popular
low-latency anonymity system that can be installed as arusedapplication on a wide range
of operating systems to redirect the traffic through a sefi@gonymising proxy circuits. The
construction of these circuits determines both the latamclythe anonymity degree of the Tor
anonymity system. While some circuit construction striegedpad to delays which are toler-
ated for activities like Web browsing, they can make theaystulnerable to linking attacks.
We evaluate in this paper three classical strategies farahstruction of Tor circuits, with re-
spect to their de-anonymisation risk and latency perfocaaie then develop a new circuit
selection algorithm that considerably reduces the suquedsbility of linking attacks while
keeping a good degree of performance. We finally conductrarpats on a real-world Tor
deployment over PlanetLab. Our experimental results auortfie validity of our strategy and
its performance increase for Web browsing.
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1 Introduction

Several anonymity designs have been proposed in the literatith the objective of achieving
anonymity on different network technologies. From simpséeydonyms [1] to complex unstruc-
tured protocols [2], anonymity solutions can offer eithteosg anonymity with high latency (useful
for high latency services, such as email and usenet megsagesak anonymity with low-latency
(useful, for instance, for Web browsing). The most wideged low-latency solution for traditional
Internet communications is based on anonymous mixes amh @auting [3]. It is distributed as
a free software implementation known as Téh€ onion routef4]). It can be installed as an end-
user application on a wide range of operating systems toaeidhe traffic of low-latency services
with a very acceptable overhead. Tor’s objective is theqmtiin of privacy of a sender as well as
the contents of its messages. To do so, it transforms crygpbically those messages and mixes
them via a circuit of routers. The circuit routes the messaga unpredictable way. The content
of each message is encrypted for every router in the cingith,the objective of achieving anony-
mous communication even if a set of routers are compromigezhkadversary. Upon reception,
a router decrypts the message using its private key to otftaifollowing hop and cryptographic
material on the path. This path is initially defined at theibeing of the process. Only the entity
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that creates the circuit knows the complete path to deligven message. The last router of the
path, theexit node, decrypts the last layer and delivers an unencryptesibveof the message to
its target.

Tor allows the construction of anonymous channels withniegeenough to route traffic for
services like the Web [5]. However, it might still impact jgerformance depending on the spe-
cific strategy used for the establishment of the channehimpaper, we address the influence of
circuit construction strategies on the anonymity degre@auf We first provide a formal defini-
tion of the selection of Tor nodes process, of the adversagaintargeting the communication
anonymity of Tor users, and an analytical expression to edenfhe anonymity degree of the Tor
infrastructure based on the circuit construction criteBased on these definitions, we evaluate
three classical strategies, with respect to their de-amigation risk, and regarding their perfor-
mance for anonymising Internet traffic. We then present timstcuction of a new circuit selection
algorithm that aims at reducing the success probabilitynédrig attacks while providing enough
performance for low-latency services. A series of expenitsieconducted on a real-world Tor de-
ployment over PlanetLab [6] confirm the validity of the newagtgy, and show its superiority over
the classical ones.

Paper organisation — Section 2 presents the rationale of our work. Section 3 etatuthe
anonymity degree of three traditional strategies for thestmiction of Tor circuits. Section 4
presents our new strategy. Section 5 evaluates the angngetfree of our solution. Section 6
experimentally evaluates the latency performance of eategy using PlanetLab. Section 7 sur-
veys related work. Section 8 concludes the paper.

2 Rationale

In this section, we introduce the notation, models, and defitions that are necessary to under-
stand the rationale of our work.

2.1 Tor circuit

Formally, we can describe a connection using the Tor netasiiollows. First, we define a client
nodes called aclient or onion proxy and adestination servenoded which we want to inter-
connect to exchange data in an anonymous mannerNLbe the set of nodes deployed in the
Tor network, andn = |N| the cardinality of the set. Let nodec N denote a specified node,
called theentrance nodeandz € N the exit node Then, aTor circuit is a sequence of nodes
C = (s,e,r1,72,...,7,z), Wherer; € N is anyintermediary nodeThe nodes, x, andr;,

i € {1,...,1}, are also known asnion routers We define theath of a circuitas the set of links
(i.e., network connectiondy = {a1,...,a;12} associated to th&or circuit, wherea; = (s,e),
as = (e,m1), ag = (r1,72), <o yai41 = (r—1,71), @42 = (r;,x). The value|P| = [ + 2 is
called thelength of the circuitA connection using the Tor netwoikcomposed by the client and
destination nodes interconnected through a Tor circuibbsvis:

al ag as ay ag 41 ap4+2
S—e——r —2ry— .. —1r1 ——1r ——r—d

Tor network



2.2 Adversary model

The adversary assumed in our work relies on the threat madpbped by Syversoet al.in [7].
Such a pragmatic model considers that, regardless of thé@uaf onion routers in a circuit,
an adversary controlling the entrance and exit nodes woave kenough information in order to
compromise the communication anonymity of a Tor clienteled, when both nodes collude, and
given that the entry node knows the source of the circuit,thadxit node knows the destination,
they can use traffic analysis to link communication over #mae circuit [8].

Assuming the model proposed in [7], then an adversary whtralse > 1 nodes over the:
nodes in the Tor network can control an entry node with prdiyl{ <), and an exit node with
probability (£). This way, the adversary may de-anonymise the traffic flowanga controlled
circuit (i.e., a circuit whose entry and exit nodes are aatgd by the adversary) with probability
(£)? if the length of the circuit is greater than two; %(lfl;—l) if the length of the circuit is equal to
two (cf. [7] and citations thereof). Adversaries can deieamwhen the nodes under their control
are either entry or exit nodes for the same circuit streansbyguattacks such timing-based attacks
[9], fingerprinting [10], and several other existing attack

Let us observe that the aforementioned probability of sss&essumes that the probability of a
node from being selected on a Tor circuit is randomly unifaitmat is, the boundaries provided in
[7]only apply to the standard (random) selection of nodesgimafter denoted aandom selection
of nodes strategyGiven that the goal of our paper is to evaluate alternatlecsion strategies, we
shall adapt the model. Therefore, tgt p2, ps, - . ., p. be the corresponding selection probabilities
assigned by the circuit construction algorithm to each nmmdrolled by the adversary, then the
probability of success corresponds to the following exgies

(Pr+pP2+ps+...+p) (P1+p2+pst...+pe)
that can be simplified as:
¢ 2
()
1=1
Following is the analysis.

Theorem 1. Let ¢ be the number of nodes controlled by the adversary. Let thelient use a
selection criteria which, for a certain circuit, every nodelection is independent. Lgt, po, ps,
..., pc be the corresponding selection probabilities assignedeycircuit construction algorithm
to each node controlled by the adversary. Then, the sucddabg @dversary to compromise the
security of the circuit is bounded by the following probéiil

(X0

Proof. The proofis direct by using the sum and product rules of poditatheory, and taking into
account that the selection of every node is an independent &virst, the probability of selecting
the entrance or exit node in the set of nodes controlled bgdversary is (sum rule):

c
Zpi
i=1



Then, the probability of selecting, at the same time, a adlett entrance and exit node in a circuit

is (product rule):
¢ ¢ c 5
(;pz)(;pz) = (;pz)

Corollary 1. The Syverson et al. success probability boundary in [7], (.g)z, is equivalent to
the boundary defined in Theorem 1 when the circuit selectieria is a random selection of
nodes.

Proof. Let N be the set of nodes deployed in a Tor network witk | N|, and letA C N be the
subset of nodes controlled by an adversary with |A|. The probability of a node; € N to be

selected i; = L. Then, by applying it to the boundary defined in Theorem 1, bimio:

(30 = eom = ()= ()

2.3 Anonymity degree

Most work in the related literature has used the (Shanndmgynconcept to measure the anonymity
degree of anonymisers like Tor (cf. [11,12] and citatiorer¢of). We recall that the entropy is a
measure of the uncertainty associated with a random vari#tidt can efficiently be adapted to
address new networking research problems [13-15]. In thpep the entropy concept is used
to determine how predictable is the selection of the nodes@ordance to a given strategy or, in
other words, how easy is to violate the anonymity in relat@tihe adversary model defined in Sec-
tion 2.2. Formally, given a probability spa¢®, F,P) with a sample spac® = {w;, wa, ..., w, }
wherew; denotes the outcome of the nodge N (Vi € {1,...,n}), ac-field F of subsets of
2, and a probability measuieon ({2, F), we consider a random discrete variallledefined as
X : 2 — R that takes values in the countable $et, z», ..., z, }, where every value; € R
corresponds to the node € N. The discrete random variable X hapmf (probability mass
function) f : R — [0, 1] given by f(x;) = p; = P(X = z;). Then, we define the entropy of a
discrete random variable (i.e., the entropy of a Tor netyvask

H(X) == pi-log(p:) 1)
1=1

Since the entropy is a function whose image depends on théeuaf nodes, with property
H(X) > 0, it cannot be used to compare the level of anonymity of diffiersystems. A way
to avoid this problem is as follows. Lé#,,(X) be the maximal entropy of a system, then the
entropy that the adversary may obtain after the observatfaine system is characterised by
Hy(X) — H(X). The maximal entropyd;(X) of the network applies when there is a uni-
form distribution of probabilities (i.eP(X = z;) = p; = 1,Vi € {1,...,n}), and this leads to
H(X) = Hp(X) = loga(n). The anonymity degree shall be then be defined as:

Hy (X) Hy(X)

Note that by dividingH ,; (X ) — H(X) by Hj;(X), the resulting expression is normalised. There-
fore, it follows immediately tha < d < 1.

d=1




2.4 Selection criteria

Taking into account the aforementioned anonymity degreesssion, we can now formally define
a selection of Tor nodes criteria as follows.

Definition 1. A selection of Tor nodes criteria is an algorithm executedablor clients that,
from a set of noded” with n = |N| and a length of a circuit, selects —using a given policy—
the entrance node, the exit noder, and the intermediary nodes, Vi € {1,...,6 — 2}, and
outputs its corresponding circult’ = (s,e,r1,72,...,75_2, ) With a pathP = {ay,...,as},
wherea; = (s,e), as = (e,71), a3 = (r1,72), .. ya5-1 = (r5—3, r5—2), as = (rs—2,x). We
use the notation conventiaf( NV, §) to denote the algorithm. The policy for the selection criter
of nodes can be modelled as a discrete random variabbbat has apmf f(x), and we use the
notationy) (N, §) ~ f(x).

3 Anonymity degree of three classical circuit constructiorstrategies

In this section, we present three existing strategies ®ctmstruction of Tor circuits, and elaborate
on the conceptual evaluation of their anonymity degree.

3.1 Random selection of nodes

The random selection of Tor nodes is an algoritlim, (N, 0) ~ frnqa(x) with an associated
discrete random variabl¥.,.,.;. The procedure associated to this selection criteria isneat in
Algorithm 1. The selection policy af,...(N, ) is based on uniformly choosing at random those
nodes that will be part of the resulting circuit. Thus, thef f,.,.4(z) is defined as follows:

SN

frnd(mi) =pPi = ]P)(Xrnd = (Ez-) =

Hence, the entropy of a Tor network whose clients use a rarsd@ction of nodes is charac-
terised by the following expression:

| 1
H’r‘nd(Xrnd) = - Z ﬁ : 1092(5) -

=1

n

23 (10g2(1) ~ logs(m)) = loga(n)

=1

Theorem 2. The selection of Tor nodes., (N, ) ~ f.na(z) with an associated discrete ran-
dom variableX,.,; gives the maximum degree of anonymity among all the posseldetion al-
gorithms.

Proof. The proof is direct by replacing/, (X ,»4) in EQuation (2):

Hrnd(X'r‘nd) _ lng(n)
H]W (Xrnd) lOgg (n)

d'r‘nd - =1



3.2 Geographical selection of nodes

The geographical selection of Tor nodes is an algorithm (N, §) ~ f4eo(x) with an associated
discrete random variabl¥ ., . Its selection method is based on uniformly choosing thesadlat
belong to the same country of the clienthat executes ., (N, d). The aim of this strategy is to
reduce the latency of the communications using the Tor mé&twnce the number of hops between
Tor nodes of the same country is normally smaller than thebmurof hops between nodes that are
located at different countries. Algorithm 2 summarisegttezedure associated with this selection
criteria.

Formally, we define a functiop, : R — N that, given a certain node; € X, returns a
number that identifies its country. Thus, given the specdimtry numberk . of the client node,
thepmf f,eo(x) is characterised by the following expression:

Loif go(z;) = K
facolw) = pi = P(X = 2:) = {(r)n’ otﬁ;(rv;i)se. c

wherem = [{z; € Xgeo | go(z;) = K.}|. Then, the entropy of a system whose client nodes use a
geographical selection for a certain counky is:

1 1
HQGO(XgeO) = - Z e logs (E): lOQZ(m)
i=1
Therefore, by replacing the previous expression in Equdf), the anonymity degree is equal to:

_ loga(m)
loga(n)

geo

Theorem 3. The maximum anonymity degree of a Tor network whose clisets.\geographical
selection of nodes is achieved iff all the nodes are in theedmd countryx..

Proof. (=) Givende, = log2(m) for the countrykK.. of a particular clients, we can impose the

loga(n)

restriction of maximum degree of anonymity:

_ loga(m)

o — =1
loga(n)

dge

Algorithm 1 Random Selection of Nodes/s.,4(V, §)

Input: s, N, d
Output: C' = (s,e,r1,72,...,76—2,x), P ={al,...;as}

M+~ N

C + {s}

for i < 1tod do
j «randon{l, |M|)
C(—CU{m]‘ |m]‘ GM}
P+ PU{(ci,cit1)}
M(—M\{mj‘lTRJ'GM}

end for




Algorithm 2 Geographical Selection of Nodegzc, (N, §)

Input: s, N, 9, K.
Output: C' = (s,e,r1,72,...,76—2,x), P ={al,...;as}

M < {n; € N | gc(n;) = K.}

C «+ {s}

for i < 1tod do
j «randon{l, |M|)
C<—CU{mj|mj€M}
P(—PU{(Ci,Ci+1)}
M(—M\{mj‘lTRJ'GM}

end for

Hence,
loga(m) = logz(n)
gloga(m) _ gloga(n)

m=n

(<) If ge(i) = K¢, Vo, € Xgeo, then we have thatr = [{z; € Xyeo | 9c(z:) = K. }| = |N|.
Thus,

g loga(m) _ loga(n) _
997" loge(n) loga(n)

Theorem 4. Given a Tor network whose clients use the algorithipa, (N, 0) ~ fgeo(z) for a
fixed countryK., and with an associated discrete random varialdlg.,, the anonymity degree
is increased asn approaches: (i.e.,m — n), wherem = |{z; € Xyeo | ge(xi) = K.}| and
n=|N|.

Proof. It suffices to prove that,., is a monotonically increasing function. That is, we mustero
that%(dgeo) > 0,Vm > 0. Therefore, the proofis direct by deriving, since the irsdy:

0 (logg(m)) B 1 50

am \ loga(n) /)~ m -log(n)

is truevm > 0 andvn > 1. We must notice that, from the point of view of a Tor netwotie t
restriction of the number of nodes> 1 makes sense, since a network with< 1 nodes becomes
useless as a way to provide an anonymous infrastructure.

Figure 1 depicts the influence of the uniformity of the numbknodes per country on the
anonymity degree. It shows, for a fixed country, the anonymiégree of four Tor networks in
function of the nodes that are located in that country wigpeet to the total number of nodes of
the network. The considered Tor networks have, respegtfi¥é, 50, 100 and 200 nodes. Their
anonymity degrees are denotedds, dsg, d1go anddsgy. We can observe that the anonymity
degree increases as the total number of nodes of the sameycgrows up (cf. Theorem 4). This
fact can be extended until the maximum value of anonymitchieved, which occurs when the
number of nodes of the particular country is the same as thesihat compose the entire network
(cf. Theorem 3).
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Fig. 1: Influence of the uniformity of the number of nodes paurttry in the anonymity degree for
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Theorem 5. Given a clients that uses as selection algorithin,., (N, d) in a Tor network with

n = |N|, such that the network nodes belong tp ax n different countries, wherg is the
number of different countries in Tor network, then the besttibution of nodes that maximises the
anonymity degree of the whole system is achieved iff everytigohast = L%} nodes.

Proof. (=) Letp be the number of different countries of a Tor network, we aamsider a collec-
tion of subsets, Ss, ..., S, € Nsuchag J_, S; = N and,_, S; = @. Lett; be the number of
nodes associated to the subSgti € {1,...,p}. Then, the anonymity degree of the whole system
is maximised when the sum of all the degrees of anonymity efyegountry equals 1:

Z loga(t; -
loga(n
loga(t1) | loga(ta) 1092(tp) _

loga(n) — loga(n) ~ loga(n)
2logg(t1) + 2logg(t2) 4o+ 2logg(tp) _ 2logg(n)

t1—|—t2—|—...+tp:n

However, to maximise the anonymity degree of the whole systaplies also to have the same
uncertainty inside every subsgf, i € {1, ..., p}, or, in other words, to have the same number of
nodes in every subset. Hence, we hayve- t; = ... = t, = t and this leads to:
t +t2+...+tp=n
t+t+...+t=n
~—————
p times
p-t=
t =

RIS S



(<) Givent = | 2] be the number of nodes of a certain subSgti € {1,...,p}, we have
P 1Si| = p-t =n. Thepmf associated t@ ., (N, §) is thenfye,(z) = % for each subse$;,
i € {1,...,p}. Therefore, the entropy of each subset (i.e., country) is:

t
quo qeo - Z% 1092( ):lo.g?(t)

Hence, for each subs#t, i € {1, ..., p}, the anonymity degree can be expressed as follows:

loga(t)
loga(n)

Suppose now, by contradiction, that there exists a unijue {Si,Ss,...,.S,} for a particular

country K, such that|S,| # t, and its anonymity degree is expresseddyy,- = %.

Then, taking into account théf., andd,..~ are monotonically increasing functions (cf. proof of
Theorem 4), we have two options:

dgeo =

— If [Sy| <t = dgeor < dgeo
— If [Sq| >t = dgeor > dgeo

But this is not possible since:

p
> ISl =n
i—1
(p—Dt+ S =n
|Sq| =n—tp-1)

n

Sgl=n——(p—1

|54 p( )
n

Sql = —

Sl =2

which implies thatlg..- = dg4e0, cOntradicting the above two options.

3.3 Bandwidth selection of nodes

The bandwidth selection of nodes strategy is an algorith( N, §) ~ fi., (z) with an associated
discrete random variabl&,,, whose selection policy is based on choosing, with high pgodba
ity, the nodes with best network bandwidth. The procedusedaated to this selection criteria is
outlined in Algorithm 3. The aim of this strategy is to redube latency of the communications
through a Tor circuit, specially when the communicationpliyra great rate of data exchanges. At
the same time, this mechanism provides a balanced anonglagtge, since the selection of nodes
is not fully deterministic from the adversary point of view.

In this strategy, the entropy and the anonymity degree catteberibed formally as follows.
First, we define a bandwidth functiap,, : R — N that, given a certain node € X, returns
its associated bandwidth. Then, thef f;,,(z) is defined by the expression:

fow(@i) =pi = P(Xpw = 25) = gb;b(xi)
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Algorithm 3 Bandwidth Selection of Nodess,, (V, §)

Input: s, N, §
Output: C' = (s,e,r1,72,....,75—2,2), P ={al,...,as}

/* Compute a weighted well-ordered set */
M = {ni € N | gow(ni) < gow(nit1)}

wa «— Z gbw(mz) vmz eM

W {}
for i + 1tondo _
W WU {(mi,j:1 i) ) | Vi, m; € M}
end for
/* Compute the nodes of the circuit */
C + {s}
for i<+ 1toddo
rnd <randonf0, 1)
Select a tuplém;, bw;) € W, where
m; ¢ C and
rnd € [bw;,bwji1)
C<+—Cu {mJ}
P+ PU{(ci,cit1)}
end for

whereTy, = Z 9w () is the total bandwidth of the Tor network. Hence, the entrafgy system

whose chents use a bandwidth selection of nodes strategy is

Hpp(X) = — Z; L;:zi) -logs (9b;b(517i))

By replacingH,,, (X ) in Equation (2), the anonymity degree is, then, as follows:

Gow () Gow (1)
dpy = — Y 2wt Jbwibi)
' i=1 Ti - Loga(n) 092( T

n

Theorem 6. Given a selection of Tor node&,, (N,d) ~ fu,(z) with an associated discrete
random variableXy,,, the maximum anonymity degree is achieveghiffz;) = Ky, Vz; € Xpw,
whereKy,, is a constant.

Proof. (=) H(Xpw) = Hun(Xpw) would imply that the anonymity degree gets maximum. This
is only possible wherfy,, (z;) = 91’5‘1—(“) = % Vax; € Xp. Therefore,

bw

Gow (i) _
wa

N3

bw

Gbw (xz) =
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and sincely,, andn are constant values for a certain Tor network, we can congidégy., (z;) is
also a constant/z; € Xy, .

(<) Given fy,(x;) = %;T(fi) it is easy to see that iy, (z;) = Kpw Vo, € Xy, thenTy, =
S gbw(xi) = n - Ky, and, as a consequenge, (z;) = % = Lvz; € X;,. Hence, by

replacingfy., (z;) = < in Equation (2), we gef,, = 1.

Figure 2 shows the relation between the uniformity of thedvaddth of the nodes and the
anonymity degree of the whole system. It depicts the anotyydeigree of a Tor system with 100
nodes, measured under different restrictions. In pagrictihe bandwidth of the nodes has been
modified in a manner that a certain subset of nodes has thetsamdevidth, and the bandwidth of
the remainder nodes has been fixed at random. During all tasumements the total bandwidth of
the systenil;,, remains constant. As the size of the subset is increasednareginodes have the
same bandwidth, the uncertainty is higher from the pointiefwof the discrete random variable
associated t@y,, (N, §). Therefore, the anonymity degree is increased when themmity of the
distribution of the bandwidths grows.

4 New strategy based on latency graphs

We present in this section a new selection criteria. The rieategy relies on modelling the Tor
network as an undirected grapt{V, E), wherel” = NU{s} denotes the set composed by the Tor
nodesN = {v1,...,v,} and the client node,,.1 = s, and wherell = {e12, €13, ..., €;; } denotes

the set of the edges of the graph. We use the notatior- (v;, v;) to refer to the edge between
two nodesy; andv;. The set of edged&’ represents the potential connectivity between the nodes
in V, according to some partial knowledge of the network statoiskvthe strategy has. If an edge
ei; = (vi,v;) is in E, then the connectivity between nodgsandv; is potentially possible. The
set of edged’ is a dynamic set, i.e., the network connectivity (from a TIERtandpoint) changes
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periodically in time, while the set of verticd$ is a static set. Finally, and although the network
connectivity from node; to v; is not necessarily the same as the connectivity figrto v;, we
decided to model the graph as undirected for simplicitygeasOur decision also obeys to the
two following facts: (i) in a TCP/IP network, the presencenofdes is more persistent than the
connectivity among them; and (ii) the connectivity is ugptiie same from a bidirectional routing
point of view in TCP/IP networks.

Related to the edges of the gra@kV, E), we define a function; : £ — R U {oo} such that,
for every edge;; € E, the function returns the associated network latency batwedes); and
v; at timet. If there is no connectivity between nodesandv; at timet¢, then we say that the
connectivity is undefined, and functiepreturns the infinity value. Notice that functiepcan be
implemented in several ways. Some previous work in the fisitlde software tools to monitor
the network based on IP geolocation [16], modelling of neks@s stochastic systems [17], and
network tomography [18]. Regardless of the strategy uséahpéementc,, there is an important
restriction from a security point of view: leakage of semsitinformation in the measurement
process shall be contained. This mandatory constraint alustys be fulfilled. Otherwise, an
adversary can benefit from a monitoring process in order goadie the anonymity degree.

Algorithm 4 Latency Computation Process - lat_coi@V, E), At, m)
Input: G(V, E), At,m

to +— tq ~—0
E+—o
L(eij) — (Oo,to)

while TRUEdo
tg<tg+1
for i < 1tomdo
i,J «randon{l, |V|), i # j
lq < ct(eij)

if I, = oo then
E<+ F \ {eij}
else
EF+ FEU {ei]‘}
GivenL(ei;) = (Ip, tp)
if 1, # oo then
a < (tp —to)/(tqg — to)
lg+—a-l,+(1—a) 4
end if
Leij) + (lg,tq)
end if
end for

sleept)

end while

Given the aforementioned rationale, we propose now thetami®n of our new selection
strategy by means of two general processes. A first procegsudes and maintains the set of edges
of the graph and its latencies. The second process estdliabcording to the outcomes provided
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Algorithm 5 K-paths Computation Process - kpati§V, E), 0, k, x_node, cur_path, paths_list)
Input: G(V, E), 0, k, x_node, cur_path, paths_list

if len(paths_list) = k then
return

end if

if len(cur_path) > 6 then
return

end if

v <last_vertex¢ur_path)

new_len <+len(cur_path)+1

adjacency_list <—adjacent_vertice§{(V, E), v;)
remove_nodes{ljacency_list, cur_path)
random_shuffle(djacency_list)

for vertex in adjacency_list do
if vertex = x_node and new_len < ¢ then
continue
end if
if verter = x_node and new_len = 6 then
new_sol < cur_path + (vertex)
paths_list < paths_list + (new_sol)
break
end if
cur_path < cur_path + (vertex)
kpathsG(V, E), 6, k, z_node, cur_path, paths_list)
end for

by the first process, circuit nodes. Circuit nodes are chfssemthose identified within graph paths
with minimum latency. These two processes are summarissgectively, in Algorithms 4 and 6.
A more detailed explanation of the proposed strategy isrgiedow.

The first process (cf. Algorithm 4) is executed in backgroand keeps a set of labels related to
each edge. Every label is defined by the expresbien;) = (I, t), wheree,; denotes its associated
edge. The label contains a tuglet) composed by an estimated lateridyetween the nodes of
the edge (i.e.y; andv;), and a time instant which specifies when the latenéyas computed.
When the process is executed for the first time, the set ofsealge all the labels are initialised as
F+— o andL(eij) «— (OO7 O)

At every fixed interval of timeAt, the process associated to Algorithm 4 proceeds indefi-
nitely as follows. A set ofn edges associated to the complete graphwith the same vertices
of G(V, E) are chosen at random. The latency associated to every edgénmted by means of
the aforementioned function. If the computed latency is undefined (i.e., functigmeturns the
infinity value), then the edge is removed from the Bd{if it was already inF)) and the associated
latency labels not updated. Otherwise, the edge is addéutteetF (if it was not already inF),
and the value of its corresponding labels updated. In paaticthe latency member of the tuple
is modified by using a exponentially weighted moving averE@MA) strategy [19], and the
time member is updated according to the current time ingtarfior instance, let us suppose that
we are in the time instari, and we have chosen randomly the edgewith an associated label
L(ei;) = (Ip,tp). Let us also suppose thigt= c;, (e;;) is the new latency estimated for such an
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Algorithm 6 Graph of Latencies Selection of Nodes s, (N, ¢)

Input: G(V, E), s, 6, k, max_iter, At
Output: C' = (s,e,r1,72,...,76—2,x), P ={al,...;as}

P+
paths_list < ()
iter <=0

/* Executed in background as a process */
lat_comgG(V, E), At,m)

repeat
cur_path < (s)
x_node +random_verteX( \ {s})
kpath§G(V, E), 6, k, x_node, cur_path, paths_list)
iter <— iter +1
until (not emptypaths_list)) or (iter = max_iter)

if not emptypaths_list) then
C +min_weighted_pathths_list)
else
C +random_path(, §)
end if
fori< 1toé —1do
P+ PU {(ci,ci+1)}
end for

edge. Thus, its corresponding label is updated accorditigetéollowing expression:

(lp,tp), if Iy = o0;
L(eij) — (lq,tq) if lp = 00,
(-l +(1—a)-lgt,) otherwise

The first case of the previous expression corresponds toiatisin of disconnection between the
nodes of the edge;;, and that has been detected by the functignAs a consequence;, (e;;)
returns infinity. In this case, the previous estimated leyep is maintained in the tuple, and the
edgee;; is removed fromE. The second case can be associated to the first time theyaittie
edgee;; is estimated using;,, since the previous latency was undefined and the infinityeved
the one used in the first instantiationfofe; ;). Under the two last cases of the previous expression,
the edgez;; is always added to the sétif it still does not belong to the aforementioned set. The
third scenario corresponds to the EWMA in the strict senséhik case, the coefficiente (0,1)
represents a smoothing factor. The vatudas an important effects in the resulting estimated
latency stored irL(e;;). Notice that those values of that are close to zero give a greater weight
to the recent measurements of the latency through the imetj. Contrary to this, a value af
closer to one gives a greater weight to the historical memsents, making the resulting latency
less responsive to recent changes.

For the definition of thex factor we must consider that the previous update of the dgtterfor
a certain edge— could have been performed long time agoigpassible since, for every interval
of time At we choose randomly just only. edges to update their latencies. Indeed, the value of
I, in the previous example could have been computed at the tistaritt,, and where,, < t,,.
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Therefore, if we definer as a static value, the weight for previous measurementsalmitlys be
the same, independently of when the measurement was takisnsThot an acceptable approach
since the older the previous measurementis, the less waightd have in the resulting computed
latency.

To overcome this semantic problem, the coefficiemust be defined as a dynamic value that
takes into account the precise moment in which the previatesnties were estimated for every
edge. In other wordsy should be inversely proportional to the size of the timerivaEbetween
the previous measurement and the current one. In order tnedefas a function of this time
interval, we must keep the time instant of the previous kafezstimation for a given edge. This
can be accomplished by storing the time instants in the topkvery edge label. Hence, every
time we select at randomn edges to update their latencies, its associated time menolbéis
labels must be updated with the current time instanit is important to remark that this update
process must be done just only when the functioreturns a value different from the infinity one.
Moreover, for a selected edgg in the time instant,, its « value is defined as:

ty —t
a==2"2
ty — to

wheret, is the first time instant when the execution of the processestaA graphical interpre-
tation of the previous expression is depicted in Figure 3.cAk appreciate that € (0,1) by
associating the numerator and the denominator of the esiprewith its interval representation
in the figure. Thus, we can directly deduce thak (¢, — to) < ({4 — to) and, consequently,

€ (0,1). In this figure, we can also see the influence of the previons tnstant,, on the re-
sulting a.. In particular, three cases are presented, ax t¢,, b) t, ~ tq;“, and c)t, ~ t,. For
these cases, we can observe hotends to, respectively, 0.5 and1.

to tp ty
| tato |
@a—0

T T T T N I S R R R |
to tp tq

\ toto |
(b)a — 0.5

toto

ty-to \
Ca—1

Fig. 3: Graphical interpretation of thecoefficient

The second process (cf. Algorithm 6) is used for selectioair@it nodes. It utilises the in-
formation maintained by the process associated to Algoridh In particular, the grapt&(V, E)
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and the labeld.(e;;) Ve;; € E are shared between both processes. When a user wants taiconst
a new circuit, this process is executed and it returns thesoflthe circuit. For this purpose, an
exit nodex is chosen at random from the set of vertiéés {s}. After that, the process computes
until £ random paths of length between the nodesandx. With this aim, a recursive process,
summarised in Algorithm 5, is called. In the case that theneot any path between the vertices
s andz, another exit node is chosen and the procedure is execuédl. ddpis iteration must be
repeated until a) some paths of lengthetween the pair of nodesandz are found, or b) until a
certain number of iterations are performed. In the first csepath with the minimum latency is
selected as the solution among all the obtained paths. Bettend case, a completely random path
of lengthd is returned. To avoid this situation, i.e., to avoid that oew strategy behaves as a ran-
dom selection of nodes strategy, the process associatelgooitAm 4 must be started some time
before the effective establishment of circuits take plates way, the grapliz(V, E) increases the
necessary level of connectivity among its vertices. Werref&ection 6 for more practical details
and discussions on this point.

4.1 Discussion on the adversary model

One may think that an adversary, as it was initially defineSéation 2, can try to reconstruct the
client graph and guess the corresponding latency labelsiohew strategy in order to degrade
its anonymity degree. However, even if we assume the mosgragtcase, in which the adversary
obtains a complementary complete grdph with the set of verticedv and corresponding latency
labels, this does not affect the anonymity degree of our nategyy. First of all, we recall that the
graph of the client is a dynamic random subgrapti@f, ; that is evolving over time, with a set
of verticesN U {s}. The adversary graph would also be a subgrapi pfvith the set of vertices
N, changing dynamically as time goes by. Therefore, the setiices and edges of the adversary
and client graphs will never converge into same connegtivibdel of the network. Moreover,
the latencies between the client nodand any other potential entry nodeannot be calculated
by the adversary. Otherwise, this would mean that the andpymas already been violated by
the adversary. Indeed, the estimated latencies will diefyt differ between the client and the
adversary graph, since they are computed at different tiarads and different source networks.
Finally, the adversary also ignores the exit nodes seldntede client, as well as theparameter
used by the client to choose the paths.

5 Analytical evaluation of the new strategy

We provide in this section the analytical expression of thenymity degree of the new strategy.
First, we extend the list of definitions provided in Section 2

5.1 Analytical graph of ¥grp (N, 8)

In order to provide an analytical expression of the anonyuhégree it is important to notice that
this must be always done from the adversary standpointisnéigard, the graph to be considered
for this purpose differs with respect to the one used to cdampieircuit. Note that the latencies
associated to every edge which contains the client ra@not be estimated by the adversary —
specially if we consider that this particular node is unkndw the adversary. Hence, an adversary
aiming at violating the anonymity of client nodeould try to estimate the user graph without node
s and its associated edges. This leads us to the followingitiefir(cf. Figure 4 as a clarifying
example):
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G'(V',E)

G(V, E)

Fig.4: Example of a latency graph and its analytical grapthvéa selected circuiC =
(s,v2,v3,v5) Of lengthd = 3

Definition 2. Given a latency grapldiz(V, E') associated to a selection of Tor nodgs.,(XV, d)
strategy and the client node we define the analytical graph @& (V’, E’) whereV’ = V' \ {s}
andE’ = E\ {(s,v;)} Yv; € V.

5.2 A-betweenness and\-betweenness probability

For the purpose of computing the degree of anonymity of ow sategy, a new metric in-
spired by the Freemanisetweenness centralitpyeasure [20] is presented. This metric, called
A-betweenness, is defined as a measurement of the frequemndy avhodev is traversed by all
the possible paths of lengthin a graph. The formal definition is given below.

Definition 3. Consider an undirected grapf(V, E). Let K P,; denote the set of paths of length
A between a fixed source vertex V and a fixed target vertexe V. Let K Py, (v) be the subset
of K P,, consisting of paths that pass through the verteXhen, we define the-betweenness of
the nodev € V as follows:

> 0w, N)

s,teV

> 0wV

s,tev
whereo:(\) = |K Pst| and,oqt (v, A) = | K P (v)].

KPg(v,\) =

As we can observe, thebetweenness provides the proportion between the numipatio$ of
length\ which traverses a certain nodeand the number of the total paths of lengttHowever,
since the degree of anonymity needs a probability distidbythe following definition is required.
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Definition 4. Consider an undirected grapH(V, E). Let K Pg(v, \) be the\-betweenness of the
nodev € V. Then, the\-betweenness probability of the nodes defined as:

> 0w, )

KPg(v,\) StEV
B(v,\) = =
S KPs(w, ) Y Y ow(w,N)
weV weV s,teV

It follows immediately thad < LB(v, \) < 1, Vv € V, since this expression is equivalent to the
normalised\-betweenness.

5.3 Entropy and anonymity degree

The graph of latencies selection of Tor nodes is defined fliyraa an algorithmy,,.,(IV, 6) ~
fqrp(z) with an associated discrete random variaklg, and an analytical grap@’(V’, E’). The
pmf f,»(2) is given by means of thé-betweenness probability expression:

Z Oz (Vi N)

e,xeV’

Z Z Oex (W, A)

weV’ exeV’

f.qrp(xi) =Di= P(X.qrp =x) =

wheree andx denotes every potential entry and exit node respectivetyTor circuit, and\ =

0 — 1. It is worth noting that the valug = § — 1 makes sense only if we take into consideration

that the client node and its edges are removed in the analytical graph respdu tatency graph.
Hence, the entropy of a system whose clients use a grapleatias selection of nodes strategy

is:

Hoyp( ZLB (vi; A) - loga (LB(vi, \))

By replacingH,,.,(X) in Equation (2), the degree of anonymity is then:

LB( vl,
grp Z 1092 1092 (LB(vzv )\))

Theorem 7. Given a selection of Tor nodes;,,(N,0) ~ fqrp(x) With an associated discrete
random variableX,,, and an analytical graphG’(V’, E’) with n = |V’| andm = |E’|, the
anonymity degree is increased as the density of the analgiaph grows.

Proof. The density of a analytical graghf = (V’, E’) measures how many edges are in the set
E’ compared to the maximum possible number of edges betwetoesein the set”’. Formally
speaking, the density is given by the formulz™ 1) According to the previous expression, and
since the number of nodes of the analytical graph remainstant) the only way to increase the
density value is through rising the value that is, by adding new edges to the graph. Obviously,
this implies that the more number of edges the analyticalytes, the more its density value is
augmented.
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Moreover, if we increase the density of the analytical grapladding new edges, then the
A-betweenness probability of each vertex will be affectedparticular, the denominator of the
A-betweenness probability expression will change for alhtbrtices in the same manner, whereas
the numerator will be increased for those vertices that tieany new path of length which
contains some of the added edges. However, this increase dshitrary for a given vertex, since
it has a maximum value determined by the total amount of paftlength A which traverses such
vertex. Therefore, we can consider that each vertex hastatesswvhile we are adding new edges.
First, a transitory state where the graph does not includbapaths of length that traverse such
vertex. And second, a stationary state which implies thatgtaph has all the paths of length
that traverses the given vertex. Thus, if we add new edgesnaiom, then the numerator of the
A-betweenness probability of each vertex should be incceaisiformly. Consequently, the degree
of anonymity grows when the density of the graph is augmented

It is interesting to highlight that the numerator of thédetweenness probability of a certain
vertex will be increased while it is in a transitory stated amtil the vertex achieves its stationary
state. After that, such value cannot be increased. It sebwisus that the degree of anonymity
associated to a particular analytical graph will be reackleein all the vertices are in a stationary
states; or, in other words, when it is the complete graphukébrmalize this through the following
theorem.

Theorem 8. Given a selection of Tor nodes,,,(N,d) ~ fgrp(x) with an associated discrete
random variableX,,,, and an analytical graplé&’ (V/, E') withn = |V”|, the maximum anonymity
degree is achieved i’ (V', E’) is the complete grapk,,.

Proof. (=) Letus supposeth&t’(V’, E’) is not the complete graphki,,. The maximum anonymity
degree will be achieved whdnB(v;, \) is equiprobable for alb; € V’. That is:

D ealvis )

1
crey =— Wy € %
> D calw) "
weV e,xeV

where\ = ¢ — 1, and where= andx represents every possildatry andexit node of a circuit
respectively. The previous expression can be rewrittenlasifs:

Z Oex(V1, A) + oo + Z Oex(Uny A)
Z O'ez('Ui, /\) _ e,xeV’ e,xeV’

n
e,xeV’

Let us now suppose that the vaI@meV, oex(vi, A) Is fixed for every node of the analytical
graph in accordance to the previous expression. Then, §if(@€, E') is not the complete graph
K, we can eliminate an arbitrary edge such that the numbertbsd length\ with entry node

e and exit noder, and which traverses a given particular nagec V”, is reduced. Thus, the
value ofy_ v oex(vj, A) would be affected for that given node. However, this conttadhe
previous expression, sincgeymev, oez(vi, A) would take different values for distinct nodes, and
when such value must be the same for any node of the graph.
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(<) Let us suppose, by contradiction, that the maximum anotyydagree is not achieved by the
analytical graphk’,, associated t@,,.,(N, ¢). This implies that given two different nodes and
vy, of the graphk,, they will not have the same probability of being chosen/ly, (N, ¢); that
is, LB(v;, \) # LB(vk, ). Then, sinceLB(v, ) is defined as follows:

Z Oex(V, \)

e,xeV’

Z Z Oex (W, A)

weV’ e,xeV’

LB(v,\) =

We can consider that the only factor which makes possibl@taeous restrictiorL. B(v,, \) #
LB(vg, A) is in the numerator, because the value of the denominatainsrequal for both nodes
in a fixed graph. Thus, if we want to satisfy the previous fetstn, we must change the value
Zme‘,, oex (v, A) Of either nodev; or nodev;. However, this is only possible if we eliminate
a particular edge of the graph. This contradicts the impgsedise that the analytical graph
associated t@,,,(V, §) was the complete grapi,,.

Theorems 7 and 8 are exemplified in conjunction in Figure 5.c@feobserve how a density
increase of an analytical graph influences in the degreeafyanity, achieving its maximum value
when the graph is the complete one (i.e., it has a densityl tmoae).

W ’ll)ng(N, 3) —_—

0.8 &W
0.6 r]f[
0.4

0.2 ]Y‘

0 0.2 0.4 0.6 0.8 1
Graph density

Degree of anonimity

Fig. 5: Influence of the density of the analytical graph indegree of anonymity withV’| = 20
andjy =3

Theorem 9. LetG(V, E) be a undirected graph with = |V| and let) be a fixed length of a path,
the value obr,: () is maximised iff7(V, E) is the complete grapk,.
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Proof. (=) Let us suppose, by contradiction, tiGtV, E) is not the complete grapk,,. Then,

we can choose an arbitrary edge € E that belongs to a path of lengitbetween the nodesand

t. Then, we can remove; from E since the graph is not complete. As a consequence, the value
K P, will be reduced. However, this contradicts the fact thatvhleeo s, (A) must be maximum
sinceo g (\) = | K Py

(<) The proof is direct, since the complete grafgh contains all the possible edges between its
nodes, and thuk P;; consists of all the possible paths of lengtbetween the nodesand:t.

Theorem 10. Let K,, be a complete graph, the total number of paths of lendbletween any pair
of verticess andt is given by the expression:

Y ou) = ((n=1)((n—1)* = (=1)Y))

s,teV
Proof. The proof is given in Appendix A.

Theorem 11. Given a selection of Tor nodes,,.,(N,d) ~ f,-»(z) with an associated discrete
random variableX ., and an analytical graphG’(V’, E’), the maximum anonymity degree is
achieved iff

Y 0wV = ((n=1)((n -1 = (-1)Y)

e,xeV’

Proof. The proof is direct by applying Theorems 8, 9 and 10.

6 Experimental results

We present in this section a practical implementation araduation of the series of strategies
previously exposed. Each implementation has undergomeadests, in order to evaluate latency
penalties during Web transmissions. Additionally, therdegf anonymity of every experimental
test is also estimated, for the purpose of drawing a compagmong them.

6.1 Node distribution and configuration in PlanetLab

In order to measure the performance of the strategies pesbenour work, some practical exper-
iments have been conducted. In particular, we deployedvatprnetwork of Tor nodes over the
PlanetLab research network [21, 22]. Our deployed Tor netwgoccomposed of 100 nodes follow-
ing a representative distribution based on the real (pubticnetwork. We distributed the nodes of
the private Tor network following the public network digtition in terms of countries and band-
widths. Table 1 summarises the distribution values per tguhhe estimated bandwidths of the
nodes is retrieved through the directory servers of theTeahetwork [23]. Then, we categorised
the nodes according to their bandwidths by means dfthmeans clusteringnethodology [24, 25].

A value of k = 100 is used as the number of clusters (i.e., number of selectddsnio Planet-

Lab). When the algorithm converges, a cluster is assignedoraly to each node of the private
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Tor network. Subsequently, the bandwidth of each node ifigured with the value of its associ-
ated centroid (i.e. the mean of the cluster). For such a psa;dbe directiv®andwi dt hRat e is
used in the configuration file of every node. Let us note thatthuntry and bandwidth values are
considered as independent in the final node distributiofigoration. Indeed, there is no need to
correlate both variables, since the bandwidth of every maaebe configured by its corresponding
administrator, while this fact does not depend on the cquamlrich the node belongs to.

6.2 Testbed environment

Every node of our Planetlab private network runs the Torvearfé, version 0.2.3.11-alpha-dev.
Additionally, four nodes inside the network are configursdlaectory servers. These four nodes
are in charge of managing the global operation of the Tor adtw&nd providing the information
related to the network nodes.

Furthermore, two additional nodes outside the PlanetLalvor& are used in our experiments.
One of them is based on an Intel Core2 Quad Processor at 266Gk 6GB of RAM and a
Gentoo GNU/Linux Operating System with a 3.2.9 kernel. Tmis is used as thdientnode who
handles the construction of Tor circuits for every evaldatategy. For this purpose, this node
runs also our own specific software application, hereinafemoted as$ or spd. py. A beta re-
lease oft or spd. py, written in Python 2.6.6, can be downloadedat p: // gi t hub. com
ser cas/torspd. Thet or spd. py application relies on the TorCtl Python bindings [26] —a
Tor controller software to support path building and vasicanstraints on node and path selection,
as well as statistic gathering. Moreovegr spd. py also benefits from the package NetworkX
[27] for the creation, manipulation, and analysis of gragf® client node is not only in charge

Real Tor network PlanetLab
# Nodeg Country [ %|| # Nodeg
815 us 26.54 27|
533 DE 17.36 17|
187 RU 6.09 6
181 FR 5.89 6
171 NL 5.56 6
146 GB 4.75 5
132 SE 4.30 4
80 CA 2.61 3
56 AT 1.82 2
43 AU 1.40 1
40 IT 1.30 1
40 UA 1.30 1
39 Ccz 1.27 1
38 CH 1.24 1
34 Fl 1.11 1
34 LU 1.11 1
33 PL 1.08 1
32 JP 1.04 1
437 Others k£1%)(14.23 15|
[ so7] - [ 100] 100

Table 1: Selected PlanetLab nodes per country accordirigetoetal Tor network distribution
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Private Tor Network
(PlanetLab nodes)

Client Destination Server

torspd.py

i1
7

Tor client
v.0.2.3.11
alpha-dev

Apache
v.2.2.21

i1
%

webspd.py

Fig. 6: Conceptual representation of our testbed envirattme

of the circuit construction given a certain strategy, bgbabdf attaching an initiated HTTP con-
nection to an existing circuit. To accomplish this, the nodest or spd. py to connect to an
special port of the local Tor software called tbentrol port and which allows to command the
operations. The client node includes an additional softwaalso based on Python— capable of
performing HTTP queries through our private Tor network bing a SOCKS5 connection against
the local Tor client. This software, callegebspd. py, is also able to obtain statistics results
about the launched queries in order to evaluate the perfurenaf the algorithms implemented
int or spd. py. Finally,webspd. py performs every HTTP query making use directly of the IP
address of the destination server; consequently, anyrpattan introduced by a DNS resolution is
avoided in our measurements. The second node outside thetPdd network is based on an Intel
Xeon Processor at 2.00GHz with 2GB of RAM and a Debian GNUWIki®perating System with
a 2.6.26 kernel. This node is considered asdéstination serverand includes an HTTP server
based on Apache, version 2.2.21. The conceptual infrasteiased to carry out our experiments
is illustrated in Figure 6.

With the purpose of obtaining extrapolative results, wesider in our testbed the outcomes
reported in [28]. This report, based on the analysis of moae four billion Web pages, provides
estimations of the average size of current Internet sitewiedl as the average number of resources
per page and other interesting metrics. Our testbed is bedting in mind these premises, so
that it is close enough to a real Web environment. This wayatialysed strategies (i.e., random
selection, geographical selection, bandwidth selecaod, graph of latencies selection) are eval-
uated based on three different series of experiments tinativa Web page sizes. More precisely,
the client node requests via our private PlanetLab Tor nétWideb pages of, respectively, 50KB,
150KB and 320KB of size —being the last one the average sizeWéb page according to the
aforementioned report. The length of the circuits is seeanasher variable in our testbed. More
precisely, the different strategies are evaluated withcirmuits of length three, four, five and six.
Every experiment is repeated 100 times, from which we oliteémrminimum, maximum and av-
erage time needed to download the corresponding Web paiesvike, the standard deviation is
computed for every test. The obtained numerical resultpasented in Tables 2, 3, 4 and 5, and
also depicted graphically in Figure 7. In the sequel, we lnged results to analyse the performance
of every strategy in terms of transmission times and degraaanymity.
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Download time (seconds) Download time (seconds)

Download time (seconds)

Yrna(N,9) ———
Ygeo(N,8) -ooseree
Yow(N,0) -
Vgrp(N,0) -~ e

Circuit length (d)
(a) Web size of 50KB

Yrna(N,0) ———
Ygeo(N,8) -ooseeee
Yow (N, 0) -
Vgrp(N,0) e

Circuit length (d)
(b) Web size of 150KB

‘/)rnd(N 0) ——
wgeo(

Y (

wgrp(N 5) -

(c) Web size of 320KB

Circuit length (0)

Fig. 7: Experimental results
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6.3 Random selection of nodes strategy evaluation

As previously exposed in Theorem 2, the random selectiorodés strategy is the best one from
the point of view of the degree of anonymity, since it achgetiee maximum possible value. Nev-
ertheless, this selection of nodes methodology suffers fin high penalty in terms of latency in
accordance with the extrapolated results of our evaluafisnt can be inferred from the analysis
of the numerical outcomes, and reflected in Figure 7, theaamnsklection algorithm exhibits the
worst transmission times, regardless of the size of thesitee length of the circuit used. This can
be explained by the random nature of this strategy. Indegdelecting the nodes at random, the
strategy can incur in some problems which affect directipeolatency of a computed circuit, such
as a big distance between the involved nodes (in terms oftdespi.e., routers), a network con-
gestion in a part of the circuit [29], or a selection of nodéthwmited computational resources,
among others. Itis clear that all these drawbacks are hitide strategy and explain the obtained
results. Moreover, all these problems are reflected in #nedsird deviation of the measurements,
which is the higher one compared with the other alternatives

Yrnd(N, ), drna = 1.0, Web size 50KB
Circ. length Min. Max. Avg. Std. dev.
6 =3 ]0.950942039493.3807780742KR.8495667815p0.581077250043
0 =4 |1.1479249000%7.4699230194[R.567350230221.03927644851
0=>5 |1.1316177845(012.725239038[3.131875727181.6972216719(
0=6 1.5714590549514.690130949(B.569730656152.0696059661
Yrna(N, ), drma = 1.0, Web size 150KB
Circ. length Min. Max. Avg. Std. dev.
6 =3 ]0.97099208831%.7045130729[2.4601626968/.901269612931
0 =4 |1.08104586601/12.032607078(8.34545367479.478886535440
0=>5 |1.62402701378(16.055109024(B.78437126398.918732505410
d =6 |2.27926301956{11.58059906981.71352141102.544477101520
Yrnd(N,0), drna = 1.0, Web size 320KB
Circ. length Min. Max. Avg. Std. dev.
6=3 1.4915380477913.2033219338.799213056562.45165379541
6=4 1.8427100181615.261633873[21.980110797882.6779256019¢
0=>5 |1.7361900806417.196949958%.376267290123.01781647919
0=6 2.1673758029917.840254068¢%6.374201133253.27889183837
Table 2: Random selection of nodes strategy,() results

6.4 Geographical selection of nodes strategy evaluation

The evaluation of the geographical selection of nodesegjyahas been performed by fixing the
country and taking into consideration the node distributietailed in Table 1. United States was
selected in accordance to the country where the client nesldas. Therefore, we can calculate
the anonymity degree for this strategy by recalling itstegla@xpression introduced in Section 3.2:

_loga(m)  log2(27)

dgeo = = ~ 0.7157
! loga(n)  log2(100)
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Vgeo(N,8), dgeo ~ 0.7157, Web size 50KB

~N N 01 O

00 O NP+

O F®

O O O+

O O W o

Circ. length Min. Max. Avg. Std. dev.
6 =23 (0.913872003552.3674809932|1.3169408750%).21935972174
0 =4 ]1.08373999596(2.037392139413.491653599710.18919461386
0=5 |1.157481908802.1718428134d.56993633500.22016786112
6==6 1.20049285889(2.6395850181&.7136801505;1).23497778575
wgeo(N7 6), dge() ~ 07157, Web SiZe 150KB
Circ. length Min. Max. Avg. Std. dev.
6=3 1.381686925892.6878631115(1.7946716594(0.26027600148
0 =4 |1.279391050342.92536497114A.874638903110.28148822077
0=>5 |1.338438987733.71059083931.9813060379(0.31811325241
6==6 1.4092259407(3.2803919315[2.0548283934/.26121709657
wgeo(N7 6), dge() ~ 07157, Web SiZe 320KB
Circ. length Min. Max. Avg. Std. dev.
6=3 1.417999029162.93465995782.2043247008[%.31082857351]
0 =4 |1.541563987733.3360660076[2.3703599739(D.32943884628
0=>5 |1.880316019064.1043150425[2.5143042373|D.37049480127
6=6 1.645709991463.89323496812.7026296281%).37631368688
Table 3: Geographical selection strategy,) results
Yow (N, 0), dypw ~ 0.9009, Web size 50KB
Circ. length Min. Max. Avg. Std. dev.
6=3 (0.96426105499%.1231811046[A.8670930600®.78906016808
6=4 (1.07831001282(5.4147469997R.3640741658®).85966612942
d =15 [1.06045794487B.9238049984(2.6341894578(.12834702281
6=6 1.27829289436F12.753640890B.03272451162.88233740744
Yuw (N, 0), dyw ~ 0.9009, Web size 150KB
Circ. length Min. Max. Avg. Std. dev.
6=3 1.2647581100%7.0909140110(2.28234255311.76537448450
6=4 1.237977981576.8087041378(2.9108950018®.94771928010
0=>5 |1.4563271999412.644361019[R.97445464373.43169078993
0=06 |1.2780988216412.72460985118.1987542986(1.66633447398
Yow (N, 0), dyw ~ 0.9009, Web size 320KB
Circ. length Min. Max. Avg. Std. dev.
0 =3 |1.4993281364412.925045967[B.295004513261.79104222251
6=4 1.5293109417(013.722748041[8.706031737331.90767488259
0=>5 |1.6629660129%17.382869005.077383010392.18405609664
d =6 |2.0406558513¢20.17618894581.320700471402.68160673884

Table 4: Bandwidth selection strategys(,) results



Ygrp(N,0), dgrp (C.f. Section 6.6), Web size 50KB
Circ. length Min. Max. Avg. Std. dev.
0 =3 ]0.935021877283.6129620075(.5948822379[D.545028374794
d =4 ]0.998504877093.74897003171.7722504591.548956074123
6 =5 [1.19513416290@.217746973012.0293121171[0.576776679346
5 =06 [1.26780891418(3.3592419624R.18245174408.502899662482
Ygrp(N, 0), dgrp (C.f. Section 6.6). Web size 150KB
Circ. length Min. Max. Avg. Std. dev.
0 =3 ]1.112107038500%.534295082012.0422762153[D.790901626275
0 =4 |1.29055285454(5.682158946912.666749589410.944641197284
0=>5 |1.16358685493(7.413878917612.6893717384{®.9177990341111
=06 |1.55045318604(5.4070768356[8.00299987318.935654846647
Ygrp(N, 0), dgrp (C.f. Section 6.6), Web size 320KB
Circ. length Min. Max. Avg. Std. dev.
0 =3 |1.50295686722(7.29033994672.5184723162@.009688576850
0 =4 ]1.49848222733®.522347927088.2233002734(.061893260420
§ =5 [1.73479700089®.7324719429(8.310472950910.940285391625
5 =6 |1.68966698647(7.89933013918.46063615081.094579395080

Table 5: Graph of latencies selection strategy, () results
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As we can observe, the degree of anonymity has dropped sigmilly when we compare it with the
results of the other strategies. However, sacrificing aaelevel of anonymity incurs in a drastic
fall of the latency needed to download a Web page, as it cantieed if we compare Figures 7a, 7b

and 7c. In fact, this selection of nodes methodology pravittie best performance in terms of the
time required to download a Web page among the other alteesatt is also interesting to remark
the fact that the standard deviation of the time measurelisnniethod remains nearly constant
regardless of the circuit length and the size of the Web pHgje.seems reasonable since the more
geographically near are the nodes, the less random irgedes affect to the whole latency. We
can understand this if we think in terms of the number of nekaelements (i.e., routers, switches,
etc.) involved in the TCP/IP routing process between eveiy @ nodes. Thus, a pair of nodes
which belong to the same country will be interconnecteduploess network elements compared
to two nodes which belong to different countries and, as aeguence, the latency will be more
stable along time. This can be an interesting fact, sincepémalty introduced by the use of Tor
affects less to the psychological perception of the usemvidnewsing the Web [5]. Nevertheless,
the anonymity degree of this strategy is strongly tied toftked country, since —as we pointed
outin Theorem 4— the less nodes belonging to the countryeiseanonymity degree is provided.

6.5 Bandwidth selection of nodes strategy evaluation

The anonymity degree of the bandwidth selection of nodesegly has been computed empirically
according to its associated formula (cf. Section 3.3 foailgt In particular, theé or spd. py
application was in charge of obtaining the bandwidth of gweyde of our private Tor network
and of calculating the anonymity degree. Thus, the anoydagree when the evaluation of this
strategy was performed was approximately 0.9009. It is mawmod to highlight that, in spite of the
fixed bandwidth specified in the configuration, the bandwaitlvery onion router is estimated
periodically by the Tor software running at every node, arabjged later td or spd. py through
the directory servers. Indeed, if we think that the establisbandwidth of a node through its
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configuration does not necessarily correspond to the rdakéythen the anonymity degree can
change in time in comparison to the previous strategies.

From the viewpoint of the latency results, we can observe timvbandwidth selection of
nodes strategy improves the values respect to the randategrby sacrificing some degree of
anonymity. However, it does not achieve the transmissioediof the geographical methodology.
The reason for that is because this strategy does not tak@dcbunt important networking as-
pects, such as network congestion, number of routerstlest.also impact the transmission times.
Therefore, it is fairly reasonable that this methodologynigre susceptible to networking prob-
lems, resulting in an increase of the eventual transmigsioa results. This is also corroborated
by the standard deviation results, noting the lack of stsdaf the results. In fact, the transmission
times increase as the size of the Web page or the length oirthét@lso increase.

6.6 Graph of latencies strategy evaluation

The experimental evaluation of our proposal has been paddrafter the establishment of the
parameters of its related algorithms. In particular, theyrexAt = 5, m = 3, £ = 300 and
max_iter = 5. Furthermore, th&atency Computation Procesgs launched two hours before
the execution ofvebspd. py, leading to an analytical graph with a set of more than 3,@#s,
and which represents a density value of, approximately,.0A6 this moment, the or spd. py
estimated the degree of anonymity in accordance to the flerpresented in Section 5.3. Since
such equation depends on the length of the circuit, the antinglegree was estimated for lengths
3, 4,5 and 6, giving the results of 0.9987, 0.9984, 0.998209@81, respectively. As occurs with
the previous strategy, the degree of anonymity is dynamée tine, and in this case depends on
the connectivity of the analytical graph. Nevertheless, dhonymity degree was not estimated
again during the evaluation tests.

Functionc; was implemented by means of the construction of random itsrod lengthm.
Such circuits are not used as anonymous channels for Wedniissions, but to estimate the laten-
cies of the edges. This is possible since during the cortgiruef a circuit, every time a new node
is added to the circuit, thieatency Computation Processnotified. Hence, it is easy to determine
the latency of an edge by subtracting the time instants ofrf@aes added consecutively to a cer-
tain circuit. Regarding thimodus operanddf measuring the latencies, it is interesting to highlight
two aspects. The first one is that it meets the restrictiorstifrating the latencies secretly; and
the second one is that it not only measures the latenciedatiore the network solely, but also
takes into consideration delays motivated by the statubehbdes or its resources limitations.
This way, our proposal models indirectly some negativeassuhich the other strategies do not
reflect, leading to an improvement of the transmission tiesethe obtained results evidence.

By comparing the results of the previous strategies withctireent one, we can observe how
our new proposal exhibits a better trade-off between degfraeonymity and transmission latency.
Particularly, from the perspective of the transmissioneiour proposal is quite close to those
from the geographical selection strategy, while it progidénigher degree of anonymity. Indeed, if
we compare our strategy from the anonymity point of view, wg observe that only the random
selection of nodes criteria overcomes our new strategy,dsuaélready mentioned, by sacrificing
considerably the transmission time performance.

7 Related Work

The use of entropy-based metrics to measure the anonymineeef infrastructures like Tor
was simultaneously established by Dietzal. [11] and Serjantov and Danezis [12]. Since then,



29

several other authors have proposed alternative mea8@&kamples include the use of the min
entropy by Shmatikov and Wang in [31], and the Renyi entropylaul and Schiffner in [32].
Other examples include the use of combinatorial measurésdnyanet al. [33], later improved
by Troncoscet al.in [34]. Snader and Borisov proposed in [35] the use of tha Giefficient, as

a way to measure inequalities in the circuit selection pgeaé Tor. Murdoch and Watson propose
in [36] to asses the bandwidth available to the adversadyjtareffects to degrade the security of
several path selection techniques.

With regard to literature on selection algorithms, as a veayrtprove the anonymity degree
while also increasing performance, several strategies begn reported. Examples include the use
of reputation-based strategies [37], opportunistic wigigmetwork heuristics [35, 38], game the-
ory [39], and system awareness [40]. Compared to thosequrefforts, whose goal mainly aim
at reducing overhead via bandwidth measurements whilesadithg the classical threat model of
Tor [7], our approach takes advantage of latency measursmieiorder to best balance anonymity
and performance. Indeed, given that bandwidth is simplyreplorted on Tor, regular nodes may
be mislead and their security compromised if we allow nodesfusing fraudulent bandwidth
reports during the construction of Tor circuits [37, 41].

The use of latency-based measurements for path selectianarymous infrastructures has
been previously reported in the literature. In [42], Shedral. propose a link-based path selec-
tion strategy for onion routing, whose main criterion rgjien addition to bandwidth measures,
on network link characteristics such as latency, jitted kss rates. This way, false perception of
nodes with high bandwidth capacities is avoided, givenltwatlatency nodes are now discovered
rather than self-advertised. Similarly, Panchenko anchRef 3] propose in their work to comple-
ment bandwidth measurements with round trip time duringctivestruction of Tor circuits. Their
work is complemented by practical evaluations over the Teahetwork and demonstrate the im-
provement of performance that such latency-based stemteghieve. Finally, Wangt al. [44, 45]
propose the use of latency in order to detect and preveniesbed nodes, so that nodes using the
Tor infrastructure avoid routing their traffic over congespaths. In contrast to these proposals,
our work aims at providing a defence mechanism. Our latdrased approach is considered from
a node-centred perspective, rather than a network-baseeénty used to balance transmission de-
lays. This way, adversarial nodes are prevented from isargdheir chances of relying traffic by
simply presenting themselves as low-latency nodes, whilranteeing an optimal propagation
rate by the remainder nodes of the system.

8 Conclusion

We addressed in this paper the influence of circuit constnustrategies on the anonymity degree
of the Tor (The onion routeranonymity infrastructure. We evaluated three classitategies, with
respect to their de-anonymisation risk and latency, androigg its performance for anonymising
Internet traffic. We then presented the construction of a ciesuit selection algorithm that con-
siderably reduces the success probability of linking &gaghile providing enough performance
for low-latency services. Our experimental results, caneldion a real-world Tor deployment over
PlanetLab confirm the validity of the new strategy, and shthas it overperforms the classical
ones.
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A Number of walks of length A between any two distinct vertices of aK,,
graph

Let K,, be a complete graph with vertices and@ edges, such that every pair of distinct
vertices is connected by a unique edge. Then, a walk,jrof length A from vertexv; to vertex
vx+1 corresponds to the following sequence:

el eo es eq Ex—1 €ex
V] —> Vg —> VU3 —> V4 —> ... — > U)\ —> Ux41

walk in G of lengthA

such that each; is a vertex ofK,,, eache; is an edge of<,,, and the vertices connected byare
Vi andvi+1 .

Let A be the adjacency matrix df ,,, such thatA is ann-square binary matrix in which each
entry is either zero or one, i.e., evdiyj)-entry in A is equal to the number of edges incidentto
andv;. Moreover,A is symmetric and circulant [46]. It has always zeros on tlaglileg diagonal
and ones off the leading diagonal. For example, the adjgoetrix of a complete grapk, is
always equal to:

0111
1011
1101
1110

The total number of possible walks of lengtffrom vertexv; to vertexv; is the(i, j)-entry of A,
i.e., the matrix product, denoted by,(of A copies ofA [47]. Following the above example, the
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number of walks of lengtR between any two distinct vertices can be obtained directignf4?,
such that

aoyachecey
2 _ 4 4 |(n— n—1)(n— n —
A=A A= ) -2 (n-1) (n—2)
(n=2)(n—2)(n-2) (n—1)
which leads to
3222
) 2322
A=A A=19939
2223

Note that any(i, j)-entry of A2 (wherei # j) gives the same number of walks of lengtfrom
any two distinct vertex; to vertexv;. The total number of walks of length between any two
distinct vertices can, thus, be obtained by consecutivedyray the values of ever, j)-entry off
the leading diagonal of matrix2. In the above example, it suffices to sunf4 — 1)) times (i.e.,
twice the number of edges iff4) the value2 that any(i, j)-entry (wherei # j) has inA2. This
amounts to having exactB4 possible walks on an¥, graph.

Therefore, the problem of finding the number of walks of léngtetween any two distinct
vertices of ak,, graph reduces to finding the, j)-entry of A*, wherei # j. Indeed, Ietzi{j be
the (4, j)-entry of A*. Then, the recurrence relation between the original adaceatrix A, and
the matrix product of up ta. — 1 copies of4, i.e.,

AP =AM A (3)
with initial conditions:
a2 = (n=2)if i #£j al 1if i #£j
&3 (n—1)if i =7’ & 0if i=3
is sufficient to solve the problem. Notice, moreover, thatrésult does not depend on any precise
value of eitheri or j. Indeed, it is proved in [47] that there is a constant retetfop between the
(i, )-entries off the leading diagonal of* and the(i, j)-entries on the leading diagonal df*.
More precisely, let* be any(i, j)-entry off the leading diagonal of* (i.e.,* = a}; such that
i # j). Letd be any(i,i)-entry on the leading diagonal of* (i.e.,t* = a};). Then, if we
subtractt* from d*, the results is always equal te-1)*. In other words, if we expresd* as
follows: \
A raq Jthifi#g
A‘_hwl_{dAﬁi_j

thent® = d* + (—1)*. We can now use the recurrence relation shown in Equatioto(@grive
the following two results:

th=(n -2t ! (4)
d* = (n—1)tr ! (5)

with the initial conditiong! = 1 andd! = 0.
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Cumbersome, but elementary, transformations shown in [déthand [47] lead us to unfold
the two recurrence relations in both Equation (4) and (5héofollowing two self-contained ex-
pressions:

(n— 1= (=1
(n = D+ (n = (=1

n

th =

(6)

d =

()

To conclude, we can now use Equations (6) and (7) to expressethl number of closed and
non-closed walks in the complete graph by simply adding to them twice the number of edges
in the graph, i.e.n(n — 1). From Equation (6) we have now the value of gny;j)-entry in A*
such that # j. As we did previously in the example of the complete gr&ph the total number
of walks of length)\ between any two distinct vertices can be obtained by cotisetuadding
n(n — 1) times the values of any of thg, j)-entries off the leading diagonal of matrik*. This
amounts to having exactly(n — 1) - t* which simplifying leads to:

((n=1)((n=1* = (=1)") (8)

possible walks of length on anyK,, graph.



