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ABSTRACT

Decoy Routing is a new approach to Internet censorship rircu
vention that was recently and independently proposed at BOC

USENIX Security’l1 and CCS’11. Decoy routing aims to ham-

per nation-state level Internet censorship by having rsutather
than end hosts, relay traffic to blocked destinations. Wéyaaa
the security of these schemes againgilging capable adversary
a censoring authority that is willing to make routing demis in

response to decoy routing systems.

We explore China, Syria, Iran, and Egypt as routing capatie a
versaries, and evaluate several attacks that defeat thetggals
of existing decoy routing proposals. In particular, we shbat a
routing capable adversary can enumerate the participedungrs
implementing these protocols; can successfully avoidisgrtdaf-
fic along routes containing these routers with little or noeade
effects; can identify users of these schemes through amtiggas-
sive attacks; and in some cases can probabilistically ifgectn-
nections to targeted destinations.

Categories and Subject Descriptors: C.2.0 COMPUTER COM-
MUNICATION NETWORKS: Security and protection

General Terms: Security
Keywords: Decoy Routing, BGP, Telex, Cirripede, Censorship

1. INTRODUCTION

Decoy routing [19, 27, 18], as exemplified by Telex and Cirri-

pede, is a new approach to building an anti-censorship hostead
of the traditional end-to-end based proxy solution, deamyting
instead places the proxies in the middle of paths, spedifiedl
routers hidden throughout the Internet. Instead of expficion-
necting to these proxies, the user selects a destinatiosembath

In this paper, we introduce the routing adversary, a newsclas
of adversary against censorship circumvention schemessrdtlt-
ing adversary is a censoring authority who is capable ofrotlimg
how packets originating from its network are routed. We dbsc
new attacks that can be launched by a routing adversary,liamd a
the censoring authority to defeat each of the security gufalsecoy
routing schemes. In particular, we show that a censorinigosity,
or warden that has this capability can detect the network locations
of decoy routers; we demonstrate that a warden in controbef h
a user's packets are routed can prevent those packets friom be
seen by the decoy routing system; we show how an adversary tha
can predict the properties of paths to innocent destinsitiam de-
tect the use of decoy routing through timing analysis; andhaev
how that same warden can launch confirmation attacks thatxby
ploiting the differences between a normal user and a deadjng
user, test if a host is utilizing a decoy routing system.

The majority of the attacks we present focus on wardens who
are able to exert control on how a user’s packets are routed. |
particular, to launch our attacks the warden must be abledaté
decoy routers and select from a diverse set of paths in oratdi
this knowledge. We show that a restrictive nation-state —ergity
decoy routing was explicitly intended to defeat — preserésty
such an adversary. Because of their history of interferavite
open Internet access and the diversity of their Internehectivity,
we use the examples of China, Syria, Iran, and Egypt to et&lua
the effectiveness of these attacks.

Armed with both the knowledge of where decoy routers are lo-
cated and a diverse collection of paths through the Inteenefr-
den is able to attack both the availability and deniablitgxibting
decoy routing schemes. In Section 4 we show how previousgrop
als for where to locate decoy routers allow a warden to fintigat
around them, preventing user traffic from being proxied. &&pthe
warden can take advantage of the fact that while traditiboats

crosses a decoy router and signals to the router to act as @ mange ot sensitive to the paths their packets take (a diréension

in-the-middle, proxying the connection to its real degioma This

solves one of the main weaknesses of traditional proxies & en

meration and blocking by the censoring entity. Additiopalinlike
traditional proxies, it is an explicit goal of decoy routisghemes
to hide a client’s usage of the system.
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of the end-to-end principle), decoy routing usara We will show
a variety of ways a warden can detect this difference usitigeac
and passive means.

In addition to attacks focusing on manipulating the pattekpts
take, we also present a collection of attacks that explaht peop-
erties, specifically latency. In Section 5 we consider pastining
attacks which can detect the usage of decoy routing. Eveseyor
we show that it is possible to fingerprint the covert websiteich
a user is connecting. The most troubling element of thesekattis
that they are usable by weak wardens without the ability tarob
the path a user’s packets take.

Finally, we show that there are fundamental difficultiesdobsn
the physical and economic architecture of the current hetethat
limit the potential countermeasures to our attacks. We stiaw



a deployment capable of denying these capabilities to aemard
may be infeasible, requiring large fractions of the Intéroede-
ploy decoy routers. Likewise, we discuss the limitationsraffic-
shaping or other techniques in defeating timing analyssetan
path properties. These limitations imply that while decoyting
may require a change in the tactics of censoring autharitiesnot
an effective solution to the censorship circumvention araes.

The remainder of the paper is organized as follows. In Se&io
we provide background information on decoy routing andrhree
path selection. We then take a closer look at the implicatioh
various countries as wardens and detail the relevant dijesbof
such wardens in Section 3. In Section 4 we describe and égalua
attacks based on routing capabilities, under the deploystamar-
ios considered by previous work on decoy routing. Then in-Sec

tion 5 we see how a warden can use fingerprinting to both detect

when decoy routing is being used and, in some cases, with véhom
client is actually communicating, evaluating our attackiagt the
deployed Telex [27] station. Section 6 discusses the diffe=uin
countering our attacks, while Section 7 discusses relatet.w

2. BACKGROUND

Internet censorship circumvention tools aim to providasisgth
unrestricted connectivity to network resources, even wthese
users are located in networks controlled by the censor,dferth
referred to as thevarden The mostly widely deployed censor-
ship resistance tools used today combine proxies and eedryp
tunnels, examples of which include Tor [9], JAP [3], and BHtr
surf [7]. These systems provide an end-to-end approacthdoni
venting Internet censorship. The user makes a connectionet@f
these services and the service then acts as a proxy, relagifig
between the user and the censored destination.

Unfortunately, censorship authorities have respondedéset
schemes with increasingly sophisticated mechanisms émtiiy-
ing the hosts providing this service; for instance, thereasu-
mented evidence that both China and Iran have at times dpplie
sophisticated Deep Packet Inspection (DPI) techniquesiaritde
case of China, active network probing, to every outgoing Ths-
nection in an effort to identify Tor Bridges [1, 4]. Once thdwsts
have been enumerated, these systems are easily defeatidky b
ing all connections to their IP addresses. To solve thisisiecoy
routing systems were proposed. Decoy routing aims to fundamen-
tally alter the way users communicate with the censorstss+e
tance system.

2.1 Decoy Routing

Decoy routing systems [19, 27, 18], proposed concurrently b
Karlin et al., Wustrow et al., and Houmansadr et al., use @&l en
to-middle approach to communication in an attempt to aved b
ing easily blocked. Instead of the censorship circumvensigs-
tem being one of the endpoints in the communication, it iated
amongst the routers used to forward packets on the InteRagher
than making a direct connection to the proxy, the user idssea
lects an uncensored destination, called dkert destinationand
initiates a TLS [8] connection to that host. The overt deston
is selected such that the path from the user to the overtndesti
tion passes over a router participating in the decoy rougirsgem,
called adecoy router The user signals the decoy router in a man-
ner that the warden cannot observe, and the decoy routezguiec
to act as a proxy, sending traffic not to the overt destinatiomto
the user’s actual destination, called tt®vert destination To the
warden, it appears that the user has a functional TLS coiomect
with the overt destination, when it actually has a connectidth
the covert destination.

The details of how this is done vary based on the exact system
being used. Currently, two implementations of decoy r@uérist:
Telex [27] and Cirripede [18]. In both systems, users sigheir
intention to use decoy routing by selecting random fieldsickpts
(the TLS nonce in the case of Telex and the initial sequeno&eu
in the case of Cirripede), in a predictable, but unobsegyailan-
ner. The clients then proceed to complete a TLS handshake wit
the overt destination, while the decoy router acts as a mdahe-
middle, eventually extracting the negotiated cryptograiy. At
this point the decoy router switches to proxy mode for thisnee-
tion, terminating the connection from the perspective ef thrert
destination with a TCP reset, and extracting the user’'srtolesti-
nation from packets sent by the user. For more details on heset
systems function, we refer the reader to the original works.

2.2 Internet Routing

Of central importance to our work is how paths through the In-
ternet are built. The Internet is composed of many autonsnsgs-
tems (or ASes), sets of routers and IP addresses each ungelasi
administrative control. Between ASes on the Internet, tbedBr
Gateway Protocol [25] (BGP) is the de facto routing protodel
allows the exchange of information between ASes about sdate
blocks of IP addresses, allowing each AS to have knowledgewf
to forward packets toward their destinations. BGP is a patitor
routing protocol with policies. This means that routes aonthe
path they traverse along with other qualities, and indigldouters
can define their own policies for which routes are considévest”
and used to forward packets.

These policies frequently extend beyond simply choosirgy th
“fastest” or “shortest” routes: they allow complex and flagide-
cisions based on the relationships between ASes. In thenkite
there are three types of economic relationships betwees:ASis-
tomer, provider, and peer. If A is@austomerof B, then A pays B
to carry traffic. Thus B is @rovider of A. Two ASes can beeers
of each other if they both agree to carry each others’ trafficaut
charge. Because of these economic implications, a custestier
not advertise routes to its providers other than those itsocus-
tomers originate. A provider will advertise all routes tbAsbes to
any of its (paying) customers. These basic policies carstivhat
is known as “valley-free routing” [13]—an AS never redibtries
routes from one of its providers to another; if they violathd,
they would end up paying for the privilege of carrying traffic
their providers. Valley-free routing is one example of iogtde-
cisions based on policy rather than path qualities. In jplaca
BGP speaker can form a policy based on arbitrary criteriajba s
tlety which is taken advantage of in Sections 3 and 4.

Due to the predictable routing behavior between ASes onrthe |
ternet, it is possible to infer the path along which traffiatpartic-
ular destination will be forwarded. Prior work by Qiu and Ga4)
and Mao, Qiu, Wang, and Zhang [20] detail methods for infeyri
the path between two endpoints on the Internet without regyi
access to either.

The Internet’s topology can be seen as a core of densely con-
nected ASes, surrounded by a fringe of ASes that each havesat m
a handful of connections. The dense and widely geograpical
distributed core of the Internet means that there is a higbusutrof
path diversity between any two ASes. This allows for operatd
continue despite link failures, policy changes, and otlatemtial
issues. Each router maintains a routing table (the routifagrina-
tion base, or RIB), of all BGP routes it learns, and a forwagdi
table (the forwarding information base, or FIB), where tbate
chosen as “best” is stored and used to actually forward psicke
But, at any given time, any of the routes in the routing talvke a



| Country | ASNs | IP Addresseq PoC | External ASes|

Australia | 642 38,026,901 7 470
China 177 | 240,558,105| 3 161
France 434 31,974,177 7 553

Iran 96 4,073,728 1 58
Syria 3 665,600 1 7
Venezuela] 30 4,135,168 4 22

Table 1: The number of autonomous and IP addresses in each cou
try, as well as the number of points of control (the smalleshber

of ASes that control 90% of IP addresses), and the number-of ex
ternal ASes directly connected to each country.

valid, and could be used in the forwarding table. Thus, an S p
tentially has as many paths to each destination as it hasautb
connections (peers and providers). Additionally, it canpbssi-
ble to use the variety of additional route properties (suctha AS
path or community attributes) to gain even more possiblagt

a given destination.

3. ROUTING CAPABLE ADVERSARIES

A wide variety of network engineering techniques can be used
internally to allow a warden to take advantage of their patierel
sity. A warden could, for example, request that an ISP blzalke-
traffic (advertise a route that is highly preferable to ergbnes) to
atarget destination so that they can forward it out one of éxter-
nal connections. Another possible mechanism would be te hlv
ISPs share MPLS VPN tunnels [26], allowing them to tunnd}tra
fic for particular destinations to the desired external eations.
No matter the exact mechanism, a warden has access to a poten-
tially large number of unique paths for the majority of deations,
allowing it to act as a powerful routing adversary.

4. ROUTING ATTACKS

Decoy routing schemes have viewed the problem of selecting
where to deploy decoy routers as an issuavailability. It is obvi-
ous that if a user does not have even a single destinatiorexfaih
crosses a decoy router, he can not utilize the system. Mereav
user needs to be able to locate such a path quickly. Overgomin
these two challenges are where authors have focused in ghe pa
The flaw in prior work is that it approaches these issues asgum
that the warden is not an active adversary. However, assfiedin
Section 3, wardens are not passive entities. In this seatielshow

The goal of any warden is to prevent users from accessing a sethow a warden can identify which ASes are running decoy reuter

of “forbidden” websites. This could be accomplished thitoug
variety of means, such as dropping inbound or outbounddraéi
setting TCP connections, or hijacking and middleboxinggpted
connections. A warden willing to makeuting decisionsn re-
sponse to decoy routing systems can be consideredtimg capa-
ble adversaryor simply arouting adversary.

Since an AS can simply change its policy configuration to al-
ter which route it uses, and thus which path packets taks,iit-i
teresting to consider what tools this gives a warden. Inteadi
to analyzing all traffic entering and leaving the network,oatf
ing capable adversary is free to violate best practices aatym
assumptions about routing policy (e.g., those based onoetian
incentives, such as valley-free routing). As covered inise.2,
since routers store all currently valid routes, they cairilyeaslect
between any of them for use in the forwarding table. Addibn
the warden could be selective about how it advertises raatde
rest of the Internet, to influence how traffic enters its nekwo

3.1 WardensasRouting Adversaries

even in extremely large deployments. We then show how a warde
is able to launch both active attacks against the avaitglofidecoy
routers and attacks that confirm if a user is utilizing a decoying
system, defeating both specific security goals of thesesyst

4.1 Detecting Decoy Routers

Some of our attacks require that the warden knows where decoy
routers are deployed. In Telex [27], it is assumed that thecdi
tory of decoy routers is made publicly available, allowitigts to
choose their overt destinations such that the usual pa#n tel
cross a decoy router. While a public directory of decoy rmite
makes the use of decoy routing much simpler from the cligrgfs
spective, it also tells the warden which ASes are partizigatCir-
ripede [18], however, instead relies on clients probingouer des-
tinations until they discover a path that crosses a decagroBut
even without such a public directory, the warden can stitlaver
which ASes are participating using an intersection-basszbdery
attack.

To determine which ASes are running decoy routers, the warde

Since decoy routing was designed to defend against wardens a can probe a large number of paths to various destinationfi®n t

powerful as a nation-state, let us consider a variety of t@sithat
have a history of monitoring Internet usage and censoritey et
access: Australia, China, France, Iran, Syria, and Verhazlibese
countries also vary widely in the size and complexity of thmit-
work and their connectivity to the rest of the Internet.

Since a country can hold large amounts of political and ecoao
control over the ASes operating within their borders, we caimn-
sider each to be not several individual ASes, but insteatiticve
of ASes. While individual ASes within a warden country might
have low degree in the Internet topology, collectively tlv@innec-
tivity to the rest of the Internet can be much higher. Usingada
from CAIDA [2] and the Berkman Center [6], we determined the

Internet using its own client. If the client does not conrtecthe
decoy routing system using a path, the warden can add all &&es
that path to its list of “clean” ASes—the ASes that it knows aot
running decoy routers. Using this list, the warden can prdde
look at all paths on which the cliemiasable to connect. For each
such path, the warden prunes out the known clean ASes, tavin
only ASes which might be running decoy routers. If there ity @an
single AS left on such a path after pruning, then the wardewkn
that that AS must be running decoy routing (we refer to sucBsAS
as being “tainted”).

If more than one AS remains on a path after pruning, there are
two possibilities. First, the warden can attempt to cortstaunew

size and connectedness of each country, as shown in Tabls 1. A path for each AS remaining that otherwise only contains know

an example, consider China with direct connections to 1€dreal
ASes. This high degree of connectivity to the rest of therhge
means that China can select from up to 161 different patfay
given destination on the Internétvhile other nations, for example
Iran and Syria, are less well-connected, they still mamégasuffi-
cient level of path diversity to perform routing attacksvees will
show in Section 4.

clean ASes. As before, if the client fails to connect on these
paths, then that AS is also clean. If the client does conrtkeeh
that AS is tainted.

The second possibility is that the warden is unable to coostr
a new path. Note that the warden can always determine if tste fir
AS on the pruned path is running decoy routing: they simpleha
the client attempt to connect to a destination inside that&A8m
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Figure 1: Fraction of ASes deploying decoy routers (choseara
dom for various deployment sizes) that a warden can detect.

the perspective of the warden, this means that the later ABes
the pruned candidate path are “shadowed” by the first AS—any
attempt to reach them goes through a tainted AS. To the waitden
then does not matter if they are clean or tainted.

To evaluate this and other attacks, we implemented a routing
simulator based on CAIDA's [2] inferred 2011 AS level topgjo
We ran our experiments for Australia, China, France, IramiaS
and Venezuela, considering each as a warden consistingaaflia c
tion of all their member ASes, as covered in Section 3. Paghs b
tween ASes were generated by running BGP using common rout-
ing practices, specifically valley-free routing [13]. Aftihe rout-
ing topology converged, we then deployed decoy routersorahd
to ASes for various deployment sizes, and measured whatdinac
of participating ASes each warden could detect using thénodet
explained above. We found that all wardens had roughly exspeal
cess across all deployment sizes, and that they were abtdotd
over 90% of participating ASes for deployments as large &40
ASes. At such large random deployments, it is likely that hads
the undetectable decoy routers were simply in the shadow-of a
other decoy.

Since the warden must effectively mark all shadowed ASes as
tainted, one goal of a decoy routing deployment would be ta-ma
imize the shadow produced by all participating ASes. Howea®
we explore in the following section, this is more difficultath it
might appear.

4.2 Routing Around the Routers

As stated previously, the goal of decoy router deploymetw is
pick ASes such that all hosts in the warden’s jurisdictiomehat
least one path that crosses a decoy router. Of all previouds, Wir-
ripede covers how to select ASes for deployment of decoyersut
in the most detail. Houmansadr et al. cover two deploymest sc
narios:randomandTier-1. In the random scenario, they claim that
only a small fraction of randomly chosen ASes, roughly 0.4% t
1.0% of all ASes according to their results, need to be sedect
Alternatively, in the Tier-1 scenario, they claim that aw f@s two
or three Tier-1 ASes are needed, since these large transi &
have a vast number of paths that travel through them, inoudi
many to popular destinations, making these paths easy #teloc
and use.

The problem with these evaluations is that wardens, edpecia
large ones such as China, have a large collection of divextbes for
the majority of destinations. This means that when decotersu
are deployed to a handful of large ASes, all a warden needs to d
is select paths to destinations that do not utilize thesesA%ses-
sentially, routing adversaries redefine the concept oflabidity
for decoy routers. Instead of needingsiagle path to a destina-
tion with a decoy router on igll paths to a destination need decoy
routers deployed along them. The reason for this is simlénel
warden has a collection of paths to a destination (some veitioyl
routers and some without), then all the warden needs to dteis a
its routing policy to prefer routes that do not contain degcmyters.

Of course, if all paths to a destination have decoy routeza th
the warden is left with several options: refuse to send mfor
tion to that network, launch detection attacks againstshesnding
data to those networks, or middlebox a subset of TLS cormesti
bound for those networks. China, the most interesting elaip
a warden, has shown a willingness in the past to cut itsefroff
parts of the Internet that take actions counter to theircgesdi but
conceivably would be unwilling to apply one of those solntido
a large portion of the Internet. Egypt, during the Arab Sgrirf
2011, fully disconnected itself from the rest of the Intérteam-
porarily, and Iran has recently raised the threat of bugdiome-
grown versions of popular websites and doing the same. &mess
the decoy routing availability problem boils down to findisgffi-
cient ASes to deploy decoy routers such that it will be toalgos
for the warden to handle.

Using our simulator and our reconstructed Internet topglog
explored how large of a deployment is needed to succesgfidly
connect a warden from a large fraction of the Internet. Weéayjel
decoy routers using a variety of deployment strategies aed-m



sured the number of destinations to which each warden hadstt |
one path that did not encounter a single decoy router, hertbef
referred to as alean path

We start by considering Houmansadr et al.’s [18] “random#Se
scenario. Figure 2 shows the average fraction of destimatio

routing schemes that connection is torn down with assisténomn
the decoy router after TLS negotiation.

The challenge for the warden is to come up with a way to test
if the destination thinks it actually has a TCP connectiothwhe
host. It turns out that the warden can do this quickly and plyea

which each warden fails to have a single clean path over 50 tes if it also has a clean path to the destination, as shown inrEigu

deployments. This value represents the fraction of theretehat
each warden must cut itself off from in order to prevent usthef
decoy routing system. We see that if deploying decoy routers

The warden need only replay a TCP packet sent by the host, but
instead of forwarding it along the tainted path that the i®gsing,
the warden forwards it along a clean path (Figure 3a). Bexaus

between 0.4% and 1.0% of all ASes, the wardens need only dis-there are no decoy routers along the path to intercept theepac

connect themselves from between 0.85% and 3.04% of thenriter
Essentially, these countries need only disconnect themsé&om
the ASes deploying decoy routers and an insignificantlydsizas-
tomer cone? Figure 2 also shows exactly what fraction of non-
participating ASes (i.e. those that are not deploying deoayers)

it will reach the destination, and, by the end-to-end natfrthe
Internet, the destination is agnostic to the actual patartddy the
packet. If the host was a legitimate host (Figure 3b), thahdg
using decoy routing, then because there is an existing Ti€Brat
the destination will treat this packet as a duplicate, aedtlpe TCP

are disconnected. As can be seen there, even if 10% of the Inte RFC [23], send a duplicate acknowledgement. On the othet,han

net deploys decoy routers, they only disconnect the warftens
a mere 7-9% of the rest of the Internet on average.

We also consider the “Tier-1 only” deployment scenario. -Fig
ure 2c shows the fraction of the Internet that is unreachabla
result of deploying individually to each of the 100 largesy ¢le-
gree) ASes, excluding the ASes in each warden that fall withét
set. It is clear that this strategy fails to work, as in onlg%. of
all ASes are cut off from China in the best case, while the Egyp
Iran and Syria will be cut off from 9.7% on average. Figure 2d
shows the fraction of destinations each warden is cut ofhfes
a function of deployingimultaneouslyo the topN largest ASes.
As can be seen, eventually this strategy will disconnech &ear-
den from a large fraction of the Internet, but the deploynuerst
is quite high. For example, in order to cut China off from atdie
half the Internet all of the 96 largest ISPs in the world wonddd
to deploy decoy routers to all exit points in their networlile
still needing 74-78 of them to cut off much smaller countsesh
as Syria. We note that such a deployment would incur highpequi
ment costs and require incentivizing a large number of fadolét
companies in diverse political settings.

4.3 Detection Attacks

Attacking the availability of decoy routers is just one optbpen
to the warden. Decoy routing systems also have the expliit g
of unobservability—hiding the fact that a host is using the system.
However, wardens with path diversity are capable of laurnglait-
tacks that unmask users of decoy routers. While the avhilabi
attack of Section 4.2 requires little in the way of real tinotiens

if the host was actually using decoy routing (Figure 3c) amal t
destination was simply the overt destination, no TCP cotimec
will exist, and the destination will respond with a TCP rgsatket.

We note that if the return path of the packet crosses a decoy
router, that decoy router could drop the packetowever, the war-
den has multiple ways to force asymmetry of inbound and autdo
paths.

4.3.2 Forced Asymmetry

Asymmetry in the path taken by data going between two hosts on
the Internet exists naturally [14]. However, a warden igdblarti-
ficially induce path asymmetry on a far larger scale. At thepdest
level, all a warden needs to do is intuit which path a destnatet-
work is utilizing to send traffic to the warden, and then alierout-
ing policy to ensure that it picks a different path to the ohegton.
The warden can utilize a variety of metrics including inégtiAS
relationships, incoming router/interface, TTLs, and gdadkmings
in order to determine which route a destination is using.

Alternatively, a more active warden can utilize BGP’s logpid-
ance mechanism [25] in order to force both return path asymyme
and ensure that the return path is free of decoy routers. aktasisk
relies on a traffic engineering technique known as hole piagch
In hole punching, a router advertises both a block of IP akire
and a de-aggregation of that block, each with different padiper-
ties. Since these IP blocks are technically different, BGIPtreat
them as routes to different destinations, allowing for nepecific
policies for certain blocks of IP addresses. These moreifgpec
routes will automatically be used, as routers always fovear the

by the warden (nothing more than a handful of lines in the con- most specific matching IP blockhe warden then, for every block

figuration files of routers), the attacks of this section havauch
more active element. In these attacks, the warden inteaitjose-
lects some paths to destinations that cross at least ong dmader,
henceforth referred to asinted paths The warden then utilizes
the state and topology of the network to identify a decoyinmut
user.

4.3.1 TCP Replay Attacks

Consider two hosts sending packets to a destination, oliz- uti
ing decoy routing, ostensibly sending traffic to the ovestiha-
tion, the other a host legitimately communicating with teatme
destination. The most obvious difference between thesehtvsts
is that the latter actually has a TCP connection with theiuiatsbn
while the former does not. The decoy routing user started B TC
connection with the overt destination, but in both existifegoy

1AS X isin the customer cone of AB if AS Y is its only provider
or all of its providers are in the customer coneyaf

it wishes to advertise, hole punches a second set of routes-co
ing the entirety of each block it would normally advertisénc®
there is no currently deployed mechanism to prevent a rétder
falsifying route properties, an active warden can add ekaown
decoy router deploying AS to these more specific routes. When
a decoy router deploying AS receives these routes they walb d
them, as it would appear like they would be creating a loop, bu
ASes which do not deploy decoy routers would not find theneselv
in the path already, and so would accept and forward thesesou
as normal. Since these routes are more specific, even if tiugse
decoy routing ASes also have the more general route thatlsrav
through decoy routing ASes, it will instead select the mgectic
clean route.

2In our understanding of the Cirripede design, the statel afiaht
connections is replicated to all decoy routers, providimg func-
tionality, while Telex does not currently explicitly pralé this
functionality.
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Figure 3: lllustration of a simple confirmation attack labhad using replayed TCP packets. In Figure 3a the warden hsiliainted path
and clean path to a destination, and allows users to uthizé¢dinted path. The warden then replays an observed TCRtasikg the clean
path. If the user is honest (Figure 3b), a duplicate acknigdeent is seen. If the user is a decoy routing user (Figyrea3ECP reset is
instead seen.

No matter how the warden achieves path asymmetry, the sesult that honest hosts will start new sessions with random dstgtims,

are damaging to decoy routing systems. In the case of Tdiex, t
decoy routing system simply ceases to function, as it requath
symmetry. Cirripede would function, but its use would beeom
obvious. Packets returning from the decoy router will erler
warden at a different location in the network compared tcketc
returning from the overt destination. If all return paths ainted,

a decoy routing system could, in theory, shuffle packets &etw
decoy routers to cause them to enter at the correct routeinserd
face with the correct TTL, but this would further simplifyrting
attacks, which we will cover in Section 5.

4.3.3 The “Crazy lvan” Attack

Another active attack for confirming if a user is utilizing @y
routing system we call the “Crazy Ivan” Attack. A Crazy lvaasv
a maneuver utilized by Soviet submarine commanders duhieg t
cold war. It consisted of a series of radical course changesi
effort to determine if an enemy submarine was hiding behiisd h
submarine, in an area that is acoustically masked by engiises)
called a submarine’s baffles. In an analogous manner, theéewar
can initiate a series of radical path changes and withdeainadn
attempt to unmask decoy routing users.

Again consider both a user who is utilizing decoy routing and
user who is not. Both are currently sending traffic down atéain
path. Now consider what happens if the warden flips the path ut
lized to this destination to a clean path. Any host not usiegogt
routing will not be impacted by this, and will continue witlish
session. Decoy routing users, however, will be impactedheis
functionality is sensitive to the path. In the worst casetfier user,
behavior similar to that discussed in Section 4.3.1 is seEGP+e-
set packets sent from the destination. Even if the retuimgrasses
decoy routers, which can drop the reset packets, the dectingo
user is presented with an issue. His decoy routing sessitanger
functions, and he can no longer pretend to communicate Wih t
overt destination. While observed user behavior after tita o
the destination is no longer tainted is not definitive proodecoy
router usage, this experiment can be repeated multiplestume
til the warden has a high enough confidence in its conclusiéns
graphical representation of this attack can be seen in Eiur

while the decoy routing user will attempt to start new sessown
tainted paths. Again, repeated iterations of this expeartroan be
done to test if a user is utilizing decoy routing. Investiggthe ef-
fectiveness of this last attack involves modeling user biehand
browsing habits, making it outside the scope of this work.

5. TIMING ATTACKS

One of the consequences of using decoy routing is that tle pat
traversed to the covert destination will inevitably be @iént than
the path that would have been used if the client was actualty-c
municating with the overt destination. While the wardenraan
explicitly notice that the paths are different, there armsainin-
tended consequences of using different paths that migksleae
information to a warden making careful observations. Fstance,

a warden might be able to fingerprint the flow that it would ex-
pect to see when a client communicates with the overt déigtima
and compare this to the flow of the actual connection made éy th
client. If these are significantly different, the warden aafer that
the client is not actually connected to the overt destimatio

One such common property of network flows that can be used in
fingerprinting is network latency. Since the paths to theroaad
covert destinations will diverge after the decoy routeeréhmay
be differences such as path length and bottlenecks whiebtdfie
latencies of packets traveling along these two paths. Trables
a warden to be able to identify ground truth of what the ranige o
latencies should be when communicating with an overt datsoin,
and can compare this to the latencies they observe betwdema c
and the overt destination. If these two distributions diffea sig-
nificant manner, the warden can infer that the client is itityeaot
communicating with the overt destination.

5.1 Experimental Setup

In order to validate the effectiveness of fingerprintindficaus-
ing network latency, we took advantage of the publicly alzli
Telex client version 0.0.2 in conjunction with the deployBelex
station. Due to the fact that connections to the overt dastin
must traverse the Telex station, the set of possible ovetirdgions
was limited tonot bl ocked. t el ex. cc,j hal der m comand

Of course there is the question of what an adversary does whennot r eal | ybl ocked. t el ex. cc. In our experiments, we used

no clean paths are available. First, it is clear that deting to

only not bl ocked. t el ex. cc for our overt destination, since

which an alternate clean path can not be found are sub-dptima all four possibilities are less than one millisecond awaynfrthe
honey pots. If the warden is pushed into a scenario where suchTelex station and all produce the same results.

routes must be utilized another option still exists. Thedear
could, instead of changing the path to a destination, stapeialing
packets to the tainted destination all together. This viitiously
disrupt both honest hosts and decoy routing users. Theeliite is

In order to measure the latency of the client’s connectiooutbh
the decoy router to the covert destination, we wait until The
handshake is completed, during which time all communicaiso
going through to the overt destination. We then wait unté th
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establish confidence in this assertion.

ChangeCipherSpec message is sent by the client, notifyarigai
the Telex key exchange protocol is completed and that athéur
traffic will be travelling to the covert destination. Oncéstls done,
we then wait until an ApplicationData TLS packet is sent by th
client and measure the time it takes to get a response Afiplca
Data TLS packet sent back from the server. While we are mea-
suring the latencies of the connection from the client tostever
through the decoy router, we simultaneously start up a aepdi-
rect connection to the overt destination, and similarlyerbs the
time it takes for an ApplicationData TLS packet to be sentftbe
client until it receives a response from the server. Thisnepsated
until we had 50 latency samples in our distributions.

5.2 Detecting Telex

In order to determine the feasibility of our plan of attacke w
first ran some preliminary tests to see what sort of discrepan
in latency measurements could be seen when using Telex to con
nect to covert destinations. We first chose some arbitrapylao
sites, Amazon, Gmail and Facebook, and ran our experiments t
determine the latency distributions. Figures 5a-5c shandtency
distributions measured to each of these covert destirationugh
Telex as compared to the measured latencies directly tovibe o
destination. As we can see, there is a significant differémtlee
distribution of latency measurements, implying a a wardenld/
have no trouble at all distinguishing legitimate trafficrfreonnec-
tions going over Telex.

While these results look promising for the warden, they amees
what caused by the limitations in the choices we can makehfor t
overt destination. Due to the fact that the only overt desiams
available have a latency of less than one millisecond to #iexT
station itself, while the selected covert destinationgesamywhere
from 10 to 60 milliseconds away, it is not surprising to seesth
large discrepancies. Because of this, we ran the same maori
using the covert destination also deployed with the ovestida-
tions, bl ocked. t el ex. cc, getting rid of the large differences
in latencies seen between the overt and covert destinaiotie
Telex station. As can be seen in Figure 5d, the distributiane
much more overlap than seen previously, but there is stijmifs
cant difference in the distribution of latencies for corti@ts going
over Telex and for direct connections to the overt destmati

Given these promising results, we then moved to expand the
analysis using larger sample sizes to determine exactlynvehe
warden would be able to detect usage of the Telex system.
order to compare two latency distributions, we useddhalues
returned by the Kolmogorov-Smirnov test, which quantifibe t
distance between two empirical distributions. For exampleen
comparing latency distributions for the overt destinatagainst

In

latency distributions for Amazon, Gmail and Facebook, we ge
Kolmogorov-Smirnov scores of 0.9901, 0.9536, and 1.0,aesp
tively, and when comparing them to the latency distribution

bl ocked. t el ex. cc we get a score of 0.3665. To establish a
baseline of what sort of scores should be expected when adempa
ing samples from the same latency distribution, we randaspli

in half the latencies that were observed to the overt degiimand

ran the Kolgmogorov-Smirnov test on the two samples. This wa
repeated 100 times to get an accurate representation afrige of
scores that should be expected.

— overt
nearby
- top 100

CDF
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Kolmogorov-Smirnov Score

Figure 6: CDF of K-S scores when comparing an overt latency
distribution to itself, to nearby servers within 10ms of thelex
station, and to the Alexa top 100 websites.

With a baseline set of scores gathered, we then wanted to see
how well a warden would be able to distinguish connectioriago
over Telex. We used two sets of covert destinations: one deeth
of 10 nearby servers, all within 10 milliseconds of the Tedtation;
the other taken from the Alexa top 100. Figure 6 shows the CDF o
Kolmogorov-Smirnov scores for the different sets of codedtina-
tions. As can be seen, both the nearby servers and the Alei&€
all have significantly higher scores, ranging from 0.3 to With
median scores of 0.7 and 1.0, respectively. Compared tcethef s
scores seen when comparing latencies directly to the oestind-
tion, where the maximum score is 0.26, the two sets of cowesti-d
nations are distinctly higher scoring, and would all be ditiele by
a warden. Furthermore, even looking at the distributioratgricies
we saw earlier fobl ocked. t el ex. cc in Figure 5d, we see a
score of 0.3665 which falls outside this range as well. Timiglies
that a warden would be able to successfully detect a cliéngus
Telex to connect tdl ocked. t el ex. cc, which has a latency
of approximately 0.5 milliseconds to the Telex station, athis
the same as the overt destinatioot bl ocked. t el ex. cc. The
large separation of latency distributions of servers ssecko the
Telex station suggests that the overhead of the man-imideie
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actions performed by the Telex station itself is causingesofrthe
noticeable differences in latency measurements.

So far, all experiments have been run from a single machine
which resides approximately 25 to 30 milliseconds away fthea
Telex station and servers. One possibility is that the &rtoway
the clientis, the more noisy the connection will be, hiding aver-
head or differences in path which are incurred by using Telksx
ing PlanetLab, we selected 40 hosts, ranging from 50 to 250 mi
liseconds away from the Telex station and the overt destimat
then ran the same previous experiments for each host, using t
set of nearby servers from the previous experiments, alatly w
bl ocked. t el ex. cc. These experiments were run sequentially
instead of in parallel, in order to minimize any extra woddoon
the Telex station.
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Figure 8: Surface plot of K-S score depending on client dista
from Telex and distance between overt and covert destimatio

cc as the covert destination. In addition, we do not see any gen-
eral trend of lower scores for hosts located further away et ad
initially thought. Instead, we seem to only see backgrouoiden

in the Kolmogorov-Sminov scores, with no relation to theatice

of the host at all. Additionally, we looked at the latencieséach
host when connecting tol ocked. t el ex. cc and found that the
range of scores returned was between 0.25 and 0.8. Thislstidst
completely falls out of the range of values you would expedce,

as the CDF for the overt comparisons shown in Figure 6 show a
range of 0.08 to 0.26.

5.3 Fingerprinting Covert Destinations

As we have seen, comparing distributions of latencies waes-an
fective method for determining whether a client was eithexadly
connecting to the overt destination or if they were usingXeind
communicating with some unknown covert destination. Ia feic-
tion, we show how similar techniques can be used to fingdrprin
covert destinations, allowing a warden to identify with alisites
a client is communicating.

The attack works as follows: first the warden selects a set of
covert destinations to be included in the database. Thewesi
the warden has the ability to enumerate all decoy routers $ee-
tion 4.1), they can build a database of latency distribitiosing
each decoy router. When a client makes a connection, the war-
den uses any of the previously mentioned detection mettoodis-t
termine if the client is using Telex, and then examines thih pa
to identify the decoy router being used. After doing so, tree-w
den compares the latency distributions for that decoy rageinst
the observed latencies. As before, the Kolmogorov-Smirest
is used to compare latency distributions, using a thresbolthe
d-value to decide when to accept or reject a sample. For oarexp
iments, we used the latency distributions captured for tleeatop

The results of these runs can be seen in Figure 8. Note that non 100 sites, and for each threshold value we would randombctel

of the Kolmogorov-Smirnov scores that were calculated viere
low 0.26, even when all the hosts were usiigpcked. t el ex.

a fixed size of the samples to be in the database, using 50 of the
100 captured latencies to include in the database, whiletter



50 were used to test for true positive rates. This was regedie
times for each threshold value to calculate the averagetsitive
and false positive rates. Figure 7a contains the resulis frese
experiment, showing the ROC curve for databases of size 30, 2
and 50, with AUC values of 0.868, 0.707 and 0.537 respegtivel

As noted, these experiments randomly chose destinatiobs to
included in the database. However, a warden can build a aksgab
in a more intelligent manner to improve the true positive rahile
keeping the false positive rate low. By setting a lower boilmesh-
old on the Kolmogorov-Smirnov score that any pair of entdes
have, the database is built while ensuring that no two distions
are too similar. This way, the warden will be less likely taon-
rectly classify an observed latency distribution. It sliblé noted
that the larger the database is, the lower the thresholde wallh
need to be, otherwise it will be impossible to find enoughiestr
that are different enough from all the others. For our experits,
we used threshold values of 0.8, 0.7 and 0.35 for databass B
25 and 50. Figures 7b-7d show the results after applyingestir
old on the database entries. We can see there is a signifioant i
provement in the ROC curves, particularly for the largeabase
sizes.
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Figure 9: AUC of the ROC curve for all database sizes using dif
ferent number of samples to compare to database entries.

So far, when comparing latency distributions, we have assum
that the warden has access to a somewhat large number ofesampl
This might not always be practical, so we tested the effegting

the number of samples had on the ROC curves. For the experi-

ments, we restricted the size of the samples in the databds@® t
while using the threshold method to ensure no two distrimgiin

the database were too similar. We then repeated the pregicus
periments, creating an ROC curve while restricting the sizall
samples used to compare to the database, then calculatiddth

for these ROC curves. Figure 9 shows the results from these ex

warden can construct databases of latency distributiomhagen
covert destinations, which can be used by the warden toifgent
with which covert destination the client is communicatiiy in-
telligently building the database and limiting the size Warden is
able to execute this with a remarkably high true positive vehile

in many cases keeping the false positive rate under 10%.

6. COUNTERMEASURESAND THEIR
LIMITATIONS

It is clear that a warden is able to launch attacks againstydec
routing systems if the containment of the warden is incoteple
Sadly, achieving good containment for a warden is difficeNien
for smaller, less well-connected ones, as discussed inoBet2.
Path diversity provides far too many alternative routesstalowed
by small deployments of decoy routers. This raises an olviou
question: what does a successful deployment look like? As di
cussed previously, a decoy routing system needs to @lpaths
to a large enough set of destinations such that it is ecoradiyior
functionally infeasible for the warden to block these deatibns.

But how would we best go about doing this? In a graph, a set of
vertices that partition the remaining vertices into twacdisnected
sets is called a vertex separator. Finding an optimal vestpa-
rator is NP-complete, with good approximations existintydar
certain classes of graphs. We will instead focus on stringhérd
constructions of vertex separators that, while not optimvél pro-

vide the best properties for decoy routing systems.

One immediate option is to surround the warden with a “ring”
of decoy routers. The question is how many ASes would that en-
compass? Clearly the answer depends on how close to therwarde
this ring is built. If it is built close to the warden, the ringll be
smaller than if it is built further out. For China, Syria, traand
Egypt, we consulted AS relationships from CAIDA to meastiee t
size of this ring at various depths. We define an AS’s deptimfao
warden to be its minimum distance, in AS hops, from that warde
Hence, while there might be both a two hop and three hop path to
a given AS, we consider it at a depth of two, not a depth of three
The sizes of the rings built by selecting all transit ASes givan
depth, are shown in Table 2, along with the fraction of the #ASe
external to each warden that are not reachable via at leastlean
path. As can be seen, a ring at a depth of one is the smallest eff
tive ring, with a size of 161 ASes. The following ring, at a trepf
two, jumps in size by a factor of more than 23, becoming uriikena
in size. The ring at a depth of three is actually smaller, aifaat

periments. We can see that having about 12 samples is enough t of defining ring membership by minimum depth, but as can be see

be able to consistently match distributions against theliete. In
fact, when restricting the size of the database to 10 digtabs,
even having just a few latency measurements was enough ¢o-gen
ate ROC curves with AUC values above 0.8.

5.4 Timing Conclusions

As we have seen, a warden is able to infer a great deal of infor-
mation by simply making latency measurements of connegtibn
sees and comparing them to expected distributions. Fiystpn-
paring the distribution of latencies the warden would expesee
to the overt destination to those it observes from a clienaa
den can definitively run a confirmation attack to tell if théent
is using Telex or actually communicating with the overt dest
tion. Even when a client is using Telex to communicate with a
covert destination that is, for all practical purposesniog on the
same machine, the overhead from the Telex station perfgrthia
man-in-the-middle actions is enough for a warden to be abdist
tinguish the latency distributions. Furthermore, we shiblvew a

in the right-hand column, if containment is not achieved dépth
of two at the latest then the majority of the Internet is reduté.
While the depth one ring might look promising, it is impoittam
remember that it is comprised of ASes which have elected-to di
rectly conduct business with the warden. Providing sufficeco-
nomic incentives to take an action directly in oppositiothaheir
customer’s wishes may be difficult, considering that thedearcan
provide incentives to these entitiesriot deploy decoy routers.

Since a depth one ring is challenging for economic reasotgsan
depth three ring does not provide containment, clearly ahdeyo
ring is the only workable option for a deployment in a ringuard
China. However, the depth two ring around China is 3,806 ASes
large—far too large to see a successful deployment. Theleshal
depth two ring is around Syria, but even it contains 751 ASésat
about a fractional deployment to the depth two rings? We used
our previous simulator to get some idea of the success of auch
fractional deployment. The fraction of ASes that are urineate
via a clean path as a function of the fraction of the depth twg r



[ Country | Ring Depth| Ring Size| Size As Fraction of Remaining Transit ASegraction of ASes Without Clean Patfs

1 161 2.84% 100%
China 2 3806 69.09% 91.43%
3 1625 95.42% 2.25%
1 470 8.18% 100%
Australia 2 3619 68.59% 78.04%
3 1540 92.94% 3.13%
1 58 1.02% 100%
Iran 2 1967 35.00% 98.44%
3 3261 89.27% 16.67%
1 7 0.12% 100%
Syria 2 751 13.26% 99.86%
3 3969 80.79% 55.81%
1 553 9.50% 100%
France 2 3841 75.88% 72.28%
3 1344 94.05% 2.18%
1 22 0.39% 100%
Venezuelal 2 1993 35.29% 99.40%
3 3176 86.92% 19.59%

Table 2: The size and containment of rings at various depthmad the wardens.

receiving decoy routers can be seen in Figure 10. Again,deror
to cut off Egypt, Iran and Syria from half of the Internet, mdinen
70% of the depth two ring needs decoy routers, while Chinadvou
require more than 80%.
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Figure 10: The fraction of all ASes unreachable from the wasd
via at least one clean path for various fractional deploymséma
depth two ring around the wardens.

Instead of ringing the source of traffic, an alternative tefyp
would be to ring popular destinations. For example, a ringicco
be built around the Alexa top 100. This strategy runs intona si
ilar issue to that of the depth one ring around the warden: you
must directly incentivize people to do things against teednomic
interests—in this case, the economic interests of therdggins.
There is relatively little the destinations have to gain binlg ringed
with decoy routers, as they could lose customers in the wade
jurisdiction, and, consequently, revenue. This in turn itdaad
these content providers to select upstream ISPs that didepdby
decoy routers, making the deployment of decoy routers agtie
economic interests of ISPs as well. We leave a full invettiga
of these incentives to future work. There are two other céempl
cating factors with a solution centered around ringingidesons.
First, many popular destinations are not a single entityabtually
a broad collection of data centers, usually backed by sonme 6
content distribution network, making containment of thessti-

nations challenging. Second, wardens, particularly Chirchlran,
have shown a willingness in the past to disconnect themsé&lom
content providers who do not agree to play by their rules and i
stead use homegrown solutions, meaning that the impactcbfau
deployment on these wardens would be limited.

An alternative would be to ring a geographic location with de
coy routers. If connectivity to this region is deemed catjove
note that this can be defeated by tunneling TLS traffic. The wa
den rents or constructs a small data center inside the riloged
tion; once functional, all TLS connections bound for theimegare
placed in an IPsec tunnel bound for the data center, wheyeatiee
unpacked and forwarded to the destination, using the dosoecce
IP address of the client. The destination forwards packatsally
to the client, but decoy routing systems are thwarted asdhkegts
from the client are wrapped with an additional layer of eptign
when they pass the decoy routers.

Timing. To prevent traffic analysis, Wustrow et al. [27] suggest
having Telex perform traffic shaping, attempting to mimitwierk
characteristics one would expect to see during a TLS coiamect
While this might prevent traditional traffic analysis fromibg done,
it will do little to prevent the timing analysis we discuss $®c-
tion 5.2. The discrepancies that a warden is able to obsered
to the underlying differences in AS-level paths being takesult-
ing in the network latencies being considerably higher thea
would expect if the traffic was actually going to the coverstitea-
tion. This is near impossible for the decoy routing to masicause
while the decoy router can increase latency by holding oatkp
ets, there is no available method decreasethe latency which a
warden observes. Therefore, the only way to hide this sidartl
is to try and make sure that the overt and covert destinatawe h
statistically similar latencies.

However, this raises some additional problems that woule ha
to be fixed. First, since clients using the system need todoast
to many different overt destinations, ensuring they tre@anany
distinct paths in order to increase their likelihood of ciag a de-
coy router, selecting specific overt destinations aheaitinaf tould
prove to be problematic. Furthermore, even if this was [nessby
linking the choice of overt destination to the covert destiion, this
will reduce the anonymity of the covert destination thatuker is
attempting to communicate with. Finally, for many coverstitea-
tions there may not be any appropriate overt destinatiohimvthe



same distance from a decoy router; in this case such destinatre
effectively unreachable, defeating the purpose of progdjeneral
Internet connectivity.

7. RELATED WORK

Several previous works have explored the impact of ISP-age
versaries on anonymity schemes. Feamster and Dingled2harfi
alyzed the diversity of AS-level paths in anonymity netwsruch
as Tor and Mixmaster, and showed how path asymmetry coudd lea
to poor location independence. Furthermore, Edman andrSyve
son [11] showed that even the large growth in the Tor netwaitkd
to dramatically improve AS path diversity and systems habeo
aware of AS level adversaries and consciously make desisiith
AS-level information in mind. Murdoch et al. [21] examinedvih
even with high AS-level diversity in anonymity networks, myaof
the packets will travel through a single physical Internathange
allowing a single entity to perform traffic analysis, neggtithe
need for a global view. These types of studies highlight thyar-
tance of making sure anonymity systems take into accourierou
diversity and underscores the dangers of sometimes tgetiignin-
ternet as a black box.

As for the timing attacks, there has been much research con-
ducted on how traffic analysis can be used on anonymity aret oth
similar systems. Back et al. [5] showed how many traffic asialy
techniques, and in particular latency measurements, casdibto
fingerprint nodes in the network. Hopper et al. [17] expandhis
and provide a formal framework on how an adversary can atiliz
latency measurements in the Tor network to reduce the anignym
of the client participating in the system. Several pape?s 18, 10,
15] showed that by using more sophisticated fingerprintireghm
ods, adversaries are able to perform website fingerprirntirtge
Tor network to identify the end server that a user is commatirig
with. These attacks are based on the size of downloaded fites a
could potentially be combined with our timing attacks tdgieven
more accurate identification of covert destinations.

8. CONCLUSION

In this paper, we have introduced a novel adversary model for
decoy routing, the routing capable adversary, explorimgattual
routing capabilities that a warden has and the implicatithrag
such an adversary has with respect to decoy routing. Spebific
we showed how wardens can easily enumerate all deployed deco
routers and use this information to successfully route radoall
such routers. We explored, in depth, the intricacies of @epént
strategies and analyzed the effects they have with respetttet
enumeration attacks. In addition, we showed how a wardenuran
multiple confirmation attacks to detect when a client isipguat-
ing in the system and not actually communicating with theero
destination. Lastly, we showed that a warden can use finigérpr
ing techniques to expose the identity of the secret degtim#ttat a
client is communicating with through the decoy routing syst

These results show that small deployments can be triviaty d
feated, requiring larger deployments for decoy routing ¢oshc-
cessful. However, several of our confirmation attacks wtdtk,
even against very large deployments. This suggests thaideas
will be needed before decoy routing can be deployed in a secur
and cost effective manner.
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