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The construction of pattern recognition
machines may eventually depend upon the
development of highly complex preproces-
sors. This claim is supported by a discus-
sion of the importance of perceptual group-
ing. Since complex preprocessing will as-
sess more of the basic structure of a visual
scene, internal representations will have to
be more descriptive in nature. Two ap-
proches to descriptive internal represen-
tation are mentioned. Two of the author's
programs are reviewed. One plays the
Oriental game of GO at 2 human level and
the other can recognize digitized hand print-
ed characters. Both programs use a geom-
etry preserving representation of features,
so that calculations involving the features
can assess the original geometry of the in-
put. In addition, the GO program calculates
groups of stones and performs other types
of "complex'" processing, Practical and
philosophical arguments are given for the
use of internal representation by pattern
recognition programs,
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INTRODUCTION

In the broadest terms, the field of pat-
tern recognition has settled upon a method-
ology which can be diagrammed as follows:

. pre- classification
input
processing

~

results of
preprocessing

The preprocessing stage refers to the ex-
traction (or abstraction or calculation) of
features (or properties, characteristics,
transforms, or measures) which are use-
ful for classification. Preprocessing tech-
niques are often heuristic in nature, re-
flecting what a program designer feels to
be useful, Though the approaches to pre-
processing vary widely, they have been col-
lected into a coherent survey by Levine (1).
At the other end, classification techniques
tend to be more algorithmic in nature,
Progress in this area has been surveyed
recently by Nagy (2).

Several critiques of the methodology
itself appear in the literature, The follow-
ing two will serve to introduce this report,



Munson (3) likens preprocessing to Art
and classification to Science. Since classi-
fication seems nearly optimized in both
theory ‘and practice, future advances in pat-
tern recognition will come from advances
in the art of preprocessing, Two kinds of
advances may be expected, First, individ-
ual pattern recognition problems will be
solved as adequate feature extractors are
discovered for those problems. Second,
general pattern recognition devices will be
built when generally useful feature extrac-
tors are discovered, The existence of bio-
logical "feature detectors'' lends hope to
this approach.

Evans (4) states that the model itself is
inadequate for some pattern recognition
problems, including perhaps the most in-
teresting ones. There appears to be a dis-
tinctive gap between the inputs handled by
present-day classifiers and complex real
world scenes, A structured scene seems to
require description, not classification.
This requirement was stated early by
Greene (5) and Minsky (6).

Instead of proposing the descriptive ap-
proach as a second model for pattern rec-
ognition, let us consider it to be an excel-
lent direction for current methodology to
pursue. This report explores what may be
a middle ground between these approaches,
""Complex preprocessing' may necessitate
descriptive representation of the results of
processing, As a start, perceptual group-
ing is discussed as an example of '"complex
preprocessing'.

PERCEPTUAL GROUPING

Perceptual grouping appears to be the
basis of human visual organization. Its im-
portance to human vision has long been rec-
ognized by Gestalt psychologists (7), It is
responsible for the formation of wholes
from parts, hence for the determination of
the objects of a visual scene, Objects for-
med from parts in a scene may themselves
be grouped, thus it appears that perceptual
grouping yields a hierarchy of parts and sub-
parts. Figure 1 shows some of the physical
correlates of grouping., In each case the ef-
fect is to give the center column privileged
status in the field of vision,

Grouping is not only basic to the structur-
ing of a scene but is usually a prerequisite
for the recognition of objects in a scene,
The ambiguous figure illusion illustrates
this. For example, Figure 2 can appear as
a grinning man or as a cherub smoking a
cigarette. The figure may be seen one way
or the other, possibly in alternation, but
not both ways at once. The recognition of
man or cherub follows from the determina-
tion of figure and ground which follows from
the grouping of contours. Figure 3 gives a
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more pertinent illustration. Both parts of
the figure contain a numeral 4, but one is
hard to recognize because it is not an object
of our perception. The parts of the hidden
4 are distributed among three more primi-
tive objects. The other numeral 4 is easily
recognized despite a great deal of visual
noise because it is an object of perception.

The determination of relations in the
visual field is also due in part to grouping.
For example, the leftmost target in a row of
targets can be ''seen' if and only if the row
itself is an object of perception., Experi-
ments with birds (8) have suggested that
grouping is essential for this type of rela-
tional perception,

One complicating factor is that exper-
ience can affect grouping. In some sense,
grouping is due to perceptual and cognitive
factors, and the two are difficult to separ-
ate, Psychologists generally agree, how-
ever, that grouping is mainly a perceptual
phenomena which helps to organize the vis-
ual field. For example, Hebb (9) postulates
a '"primitive process' of grouping prior to
the operation of his perceptual cell assem-
blies.,

If computers are to calculate or des-
cribe the structure of visual scenes, then
the implementation of perceptual grouping
should have high priority, Consider the se-
quence of grouping problems shown in Table
1. The '"perceptual cues' are only rough
suggestions as to how grouping might be ac-
complished.

Primitive Groups Perceptual
Objects Cues
1. | points clusters| proximity
2, | points gestalt proximity
clusters| figure
3. | points edges proximity
lines good continuation
4, | lines boxes corner joins
edge matching
5.]lines objects contiguity
contours wholeness
figure
6. ] stars constel-| brightness
lations proximity
) figure
7.1 GO stones groups color
armies proximity
figure
Table 1., Some Perceptual Grouping
Problems for Computer
Research
The first problem is conceptually the
simplest. Namely, the formation of clusters

of points in space according to their prox-
imity, This problem has become strongly
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associated with the pattern classification
problem, where it is assumed that the clus-
ters correspond to pattern classes, Cluster
formation without a priori knowledge of
which samples yielded which points has
been called '"learning without reward' by
Arkadev and Braverman (10), Zahn (11)
has explored some algorithms for the clus-
tering of points in n-space. His basic
method is find a type of graph which has

the points as nodes, then certain subgraphs
correspond to clusters of points. The sec-
ond problem has also been considered by
Zahn, who uses the term Gestalt clusters
to mean the clusters which are formed by
human vision,

The mobile automaton at Stanford Re-
search Institute (12) groups points into
short edges, short edges into lines, and
can identify non-overlapping objects bound
by those lines, Thus, three levels of group-
ing are used (problems three and five).
Problem three is also of interest to the pro-
cessing of bubble chamber photographs
since the particle tracks are lines or curves
formed from bubbles, Problem four was
subjected to a nice analysis by Guzman (13),
Given a rectilinear line drawing of an over-
lapping jumble of blocks, his program can
sort out the blocks and enumerate their
faces., The primary cues are the T and Y
joins of the line drawing, where a T join
indicates an edge of one block disappearing
under another, and a Y join indicates a
three-way corner of a single block, Other
such corner and edge cues give similar
implications. The program then combines
all of the implications to decide which faces
form which blocks., Good results have been
obtained with fairly complicated piles of
blocks.

The sixth problem has not been attacked.
However, it might provide an interesting
test for any computer algorithms which are
dedeloped — especially if the algorithm
produced the same groups of stars without
a priori knowledge of the figures (dippers,
lions, etc.) they represent to us.

The role of perceptual grouping for the
Oriental game of GO has been discussed by
the author in an article (14) which also des-
cribes the rules of GO and a program which
plays GO at a human level. It is sufficient
to say here that a GO game is seen as a
19x 19 array of black and white stones, and
that recognition of the groups of stones of
the same color is very important to good
play.

The GO program uses positive and nega-
tive numbers for the two colors of stones,
and a ""smearing' of the numbers to calcu-
late the groups. Figure 4 shows the smear-
ing operation for a corner of a GO board.
The method is suggestive of potential func-

tions or heat flow,

The GO program and the robot projects
have one common aspect. They not only ap-
ply complex processing to an input to pro-
duce a description, but the description is
used for difficult problem solving tasks,

The programs just described are rela-
tively complex, and it is likely that they
will become more so. Thus it appears that
future pattern recognition programs (or ma-
chine perception devices) will require what
has been called '"complex preprocessing' in
the Introduction, Nor is the implementation
of perceptual grouping the only source of
complexity, Other perceptual abilities, such
as the ones which make a master chess
player, may be very complex indeed.

INTERNAL REPRESENTATION

This section considers some general
implications of complex preprocessing for
the pattern recognition methodology outlined
earlier, which can now be diagrammed as
follows:

input >
complex f

preprocessing

internal
representation

Serious thought must be given to the nature
(data structure) of the internal representa-
tion. The most cited approach is to trans-
form an input into a vector in n-space using
n feature detectors, each of which computes
a number. This approach has been satis-
factory for simple feature extractors and
for the relatively simple problem of pat-
tern classification, It has also satisfied
the gut feeling that data compression (or
abstraction) must take place. That is, a
point in n-space is more compact than a
visual scene. The development of machine
perception may hinge upon the development
of more adequate internal representations.
The diagram above suggests two important
considerations, First, the data structure
must be capable of representing the results
of complex processing. Second, it must be
convenient for further processing, To re-
phrase these considerations, a rich repre-
sentation is necessary to convey the rich-
ness of perception, and the nature of the
representation determines the amount and
quality of further processing. In view of
these considerations, one should no longer
expect that an internal representation be
more compact than a ''raw'' pattern itself.
Two approaches to this problem can now
be seen in the literature. The first is to
develop some sort of language which is cap-
able of describing the structure of a picture



Figure 3. Illustration of the Role of Perceptual
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An early pattern recognition program by
Grimsdale (15) described hand printed char-
acters in terms of their strokes. The
Geometry Analogy of Evans (16) relied
heavily on descriptions of the structure of
inputs. Following Narasimhan (17) and
Kirsch (18), many workers have investiga-
ted the use of formal languages for des-
cription and parsing methods for the gener-
ation of descriptions,

Though many of these programs give a
description of an input as the final output,
the description can be regarded as a repre-
sentation of the input for further use. For-
mal descriptions suggest theorem proving
as the basis of further processing, Thus,
theorem proving robots may develop from
this approach.

The second approach is to give the repre-
sentation a structure which reflects the im-
portant structure of the input. This ap-
proach could be used to represent structure
which is hard to translate to other forms or
if translated, is hard to manipulate, A can-
didate for this approach is geometric struc-
ture.

The author's GO program (16) uses a
geometric representation of features. That
is, the 19 x 19 GO board is translated to
twelve 19 x 19 arrays of features. (Figure
4 shows the calculation of only one of the
twelve arrays,) If a certain feature occurs
in the lower left corner of some array of the
internal representation, then a markappears
in the lower left corner of an array of the
internal representation, If it is desired to
check for the adjacency of two features, then
it is sufficient to check for their marks,
making sure that they correspond to adjacent
locations. This latter task is handled by
templates. The templates are able to as-
sess structure of the input by referencing
the internal representation. For a specific
example, refer to Figure 4, A simple tem-
plate might search for a positive number ad-
jacent to a negative number. The matching
of this template indicates a border between
opposing groups of stones. Given that the
array in Figure 4 represents groups, then
"border' is a higher level feature which
happens also to be conveniently represented.
If the geometric structure is translated into
a list structure, then the discovery of bor-
ders might require list searching. If the
geometric structure is expressed in some
formal language, then the equivalent of
theorem proving might be required.

The preservation of geometric structure
through layers of processing is in general
agreement with physiological studies of the
visual system of mammals. For example,
Hubel and Wiesel (20)have traced the re-
sponse to visual stimuli as far as the oc-
cipital region of the brains of cats. They
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have found impulses in the striate cortex
which correspond to features in the visual
field such as spots or edges, and that the
mapping from retina to cortex is roughly
geometry preserving. The existence of a
biological prototype lends support to the
second approach.

A CHARACTER RECOGNITION PROGRAM

To test the feasibility of geometry
preserving internal representation for char-
acter recognition, a simple program was
written in FORTRAN-V for the UNIVAC
1108 computer. The preprocessing part of
the program was borrowed from Uhr-
Vossler (21). The program's operation can
be outlined as follows:

Step I. Uhr-Vossler operators are ap-
plied to the input., Whenever they match, a
mark is placed inthe corresponding point
of an array reserved for that operator.

Step II. Templates are scanned over
the arrays produced by Step I, Each tem-
plate requires its marks to be found intheir
arrays at fixed relative position. The tem-
plates imply the names of the alphabet with
certain weights,

Step III. The weights are summed. The
name with maximum weight is chosen as a
response.

Step IV. The program is given the cor-
rect response as feedback., The values and
the weights of implication of the templates
are adjusted up or down, and the values of

the Uhr-Vossler operators are also adjus-
ted.

Step V. If the feedback is different
from the response, then new Uhr-Vossler
operators and templates are extracted from
the input. Operators and templates with
low value may be discarded.

Steps I and II are illustrated by Figure
5. The Uhr-Vossler operators are 55
arrays of zeros, ones, and blanks. Each
operator is scanned over the input, and
when the zeros and ones all match then a
bit is placed. The placement is at the row
and column corresponding to the center of
the 5% 5 array during a hit, For the results
shown in this section, between 64 and 84 op-
erators were used. The 64 to 84 arrays
produced by their application constitute an
internal representation of the input.

A template consists of n references to
the internal representation together with a
specification of the geometric arrangement
of the n-tuple. The 2-tuple shown in Figure
5 can be expressed as follows:

(0, 0) operator 1
(3,-1) operator 2
Each template is scanned over the proper

arrays to find a match, but no rotations or
reflections are used, The geometric rela-



tions are allowed to wobble a distance of 1.
For example, the bit placed by operator 2
could be at relative location (4, -2) in Fig-
ure 5.

Each template has an associated weight
vector containing one weight of implication
for each letter of the alphabet. If all parts
of a template match, then its weight vector
is added to a total sum vector. The highest
number in the total sum vector determines
the response of the program, The program
can then create, adjust, and discard oper-
ators or templates using methods similar
to those adopted by Uhr and Vossler. Pre-
cise details are given in another report
(22). The borrowing of techniques from a
well known program was done to focus at-
tention on a major difference between the
two programs, Considering the 5x 5 win-
dows to be feature detectors, the programs
use different representations of the results
of feature detection. The Uhr-Vossler pro-
gram produces a list of numbers which give
information on the location of features., But
since the information is in a simple list, it
is relatively difficult to assess the geome-
tric relations (above, to the left of, etc.)
between features., The geometric internal
representation used by the new program
allows the templates to assess this struc-
ture in a natural fashion, (For those who
are unconvinced, consider the border de-
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000000110000 e
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000001001000
000010000000 operator 1
000010001000
000110111100
001100000100
001000000000
000000000000
000000000000

input T e
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operator 2

tector mentioned above in connection with
the GO program, If the positive and nega-
tive portions of the board are stored in lists
then the border detector would be approxi-
mately 120 times slower.)

The program was tested on the High-
leyman data (23) which consists of 50 al-
phabets of hand printed characters, each
alphabet having 10 numerals and 26 upper
case letters, Each sample character is
quantized and encoded as a 12 x 12 binary
array. Table 2 compares the program's
performance with that of other programs
(24, 25,26,27) and with human performance
(28). The 34 letter alphabet omits the num-
erals 0 and 1. A 10 letter alphabet refers
to the numerals only. In most experiments,
the first forty alphabets were used for traim
ing and the last ten alphabets were used for
an independent test,

Two performance measures should be
noted. First, the recognition rate on the
independent test indicates whether the pro-
gram can generalize from training data to
test data (i. e, pattern recognition = stimu-
lus generalization). Second, the generali-
zation decrement indicates how efficiently
it generalized. In both of these respects the
Zobrist program performs very well. The
performance is especially notable since the
program is a learning program of the Uhr-
Vossler type (feature discovery). Thus, the

000000000000

000000000000 internal
000000000000 representation
000000000000

000001000000

000001000000

— 000@®

000000000000
000000000000
000000000000
000000000000
000000100000
000000000000
000000000000
000000000000
000001 @)

—""7 000000000000

000000000000
000000000000
000000000000
000000000000
000000000000

Figure 5. Illustration of the Scanning of Uhr-Vossler Operators and
Templates by the Author's Program



Year Size of Training Test | Generalization
Alphabet Score Score Decrement
1. Zobrist 1969 34 49, 4 43,8 5.6
2. Zobrist 1969 10 76. 8 63.0 13.8
3. Zobrist 1969 10 83.3 75.0 8.3
4, Munson 1968 36 - 68,3 -
5. Munson 1968 10 - 88.0 -
6. Chow 1962 36 93.3 58.3 35.0
7. Bledsoe 1961 36 71.0 25.0 46.0
8. Bledsoe 1961 36 87.0 29.0 58.0
9. Bledsoe 1961 36 98.0 31.0 67.0
10. Bledsoe 1961 36 80.0 32.0 48,0
11. Bledsoe 1961 36 86.0 40.0 46.0
12. Highleyman 1961 36 77.2 - -
13. Highleyman 1961 10 83.0 - -
14. Nearest Neighbor []1968 36 100.0 52.5 47.5
15. Human Performancel968 36 - 84.3 -
16. Human Performancel968 34 - 88.5 -
17, Human Group |1968 36 - 88. 6 -
Table 2. Recognition Rates for Experiments with

the Highleyman Data.

geometry preserving representation used by

the GO program seems to work quite well
for character recognition.

PRACTICAL AND PHILOSOPHICAL
ARGUMENTS FOR INTERNAL
REPRESENTATION

The role of internal representation in
pattern recognition methodology has been
relatively ignored. For example, in the
area of problem solving, internal represen-
tation is considered all-important and a
distinction is made between internal and ex-
ternal representation (Ernst and Newell,
(29)). In fact, pattern recognition exhibits
a slight tendency in the other direction.
Feigenbaum (30, p. 1011) paraphrases one
group of robot builders as saying, "The
most economic and efficient store of infor-
mation about the real world is the real
world itself.!" Arguments against the use of
internal representation seem to be based
upon expediency. If a computer is fitted
with a video input, then the easiest thing to
do is use the real world as bulk storage.
This section presents some arguments in
favor of the use of internal representation,

The first involves the issue of 'calcu-
lation vs. storage''. Given that the pre-
processing stage of pattern recognition be-
comes expensive in time or effort, then it
should be more efficient to store the results
rather than run the risk of having to recal-
culate. This should be especially true of
preprocessing which corresponds to the
basic visual organization of a scene. A good
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example is the grouping performed by the
GO program described earlier, which takes
about .1 second of CPU time to perform,
The program refers to this information
hundreds of times in the course of calcu-
lating where to move, Thus, storage of

the information on groups saves a great
deal of computer time,

The second argument is that internal rep-
resentations or models are fundamental to
intelligence. This fits nicely with Craik's
(31) hypothesis on the nature of thought,
which can be paraphrased as follows, One
of the most fundamental properties of
thought is its power to predict events. The
thinker accomplishes this by means of three
fundamental processes:

1. "Translation" of the external world
into internal symbols,

2. Arrival at other symbols by calcula-
tion or symbol manipulation, and

3., '"Retranslation' of the resultant sym-
bols to the external world.

These processes are diagrammed in Figure
6. The dashed arrow corresponds to exter-
nal events which are isomorphic to the in-
ternal calculations performed by Step 2.
These could be potential events predicted by
the thinker or real events recognized by the
thinker. According to this view of intelli-
gence, the amount and quality of processing
possible in Step 2 depends upon the nature
of the representation created by Step 1.
Craik's hypothesis not only stresses the
importance of internal representation, but
suggests its role in a unified approach to



external prediction external
world e e e - — —— - world
translation retranslation
internal internal
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symbol
manipulation

Figure 6. Diagram of the Three Processes which Enable an Intelligent
Being to Predict Events in the External World

artificial intelligence. Pattern recognition
work should be concerned with the repre-
sentation of features or properties for sub-
sequent processing; problem solving work
should be concerned with the use of repre-
sentations which can be extracted from the
real world.
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