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Summary: This article provides a refinement of the main results for the mono-
tone subsequence selection problem, previously obtained by Bruss and Delbaen
(2001). Let (Ns)s>o0 be a Poisson process with intensity 1 defined on the pos-
itive half-line. Let T3,7T5,--- be the corresponding occurence times, and let
(Xk)k=1,2,.. be a sequence of i.i.d. uniform random variables on [0,1], inde-
pendent of the T;’s. We observe the (T}, Xx) sequentially. Call X}, the observed
value at time T}, . For a given horizon ¢, consider the objective to select in sequen-
tial order, without recall on preceding observations, a subsequence of monotone
increasing values of maximal expected length. Let L! be the random number
of selected values under the optimal strategy. Extending the objective of our
first paper the main goal of the present paper is to understand the whole process
(Lt )o<u<t- We show that this process obeys, under suitable normalization, a Cen-
tral Limit Theorem. In particular, we show that this holds in a more complete
sense than one would expect. The problem of interdependence of this process
with two other processes studied before is overcome by the simultaneous study of
three associated martingales. This analysis is based on refined martingale meth-
ods, and a non-negligible level of technical sophistication seems unavoidable. But
then, the results are rewarding. We not only get the "right” functional Central
Limit Theorem for ¢ tending to infinity but also the (singular) covariance matrix
of the three-dimensional process summarizing the interacting processes. We feel
there is no other way to understand these interactions, and believe that this adds
value to our approach.
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1. Introduction. We first recall the problem. For convenience, we use the
same notation as in Bruss and Delbaen (2001). This reference will be abbreviated
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as B&D (2001). Let (Ns)s>o be a Poisson process with intensity 1 and with
occurrence times 0 <77 < T < --- a.s.. Define Ty = 0. Further let (Xj)p=12,...
be a sequence of i.i.d. uniform random variables on [0, 1], independent of the T} ’s.
The bivariate variables (T, X% )r=12,.. can be observed sequentially. For a given
horizon t, our objective is to select, under the online-constraint, a subsequence
(Thys Xiey)s (Thyy Xiy), - - - satistying Xy, < Xp, <---for by < ko <---and T}, <
t, consisting of as many elements as possible. Here online means in sequential
order, without recall on preceding observations.

1.1 History, update and motivation. The ”father” of this problem, as well as
of some other monotone subsequence problems, is, in some sense, the problem of
the distribution of the longest increasing subsequence in a random permutation
of n different numbers (sometimes called ”Ulam’s problem”). We say ”in some
sense” because monotone subsequence problems belong nowadays to two classes,
which are indeed very different in structure. One is with and one without se-
quential selection. The class without selection, to which Ulam’s problem belongs,
should be seen as the older and hence classical problem type. The sequential
selection type (as in our case), is that class of problems where the numbers are

inspected one by one, and where the observer must select on spot (online).

We refer to Aldous and Diaconis (1999) for the (larger) history of the first
type. Here, Baik et al (1999) made the essential breakthrough of determining
the desired distribution. More recent papers on this problem are Groeneboom’s
(2001) new look at the limiting expected lenght (~ 2y/n) and Lowe et al.’s
(2002) study of moderate deviations for the length of the longest monotone in-
creasing subsequence. The second type, initiated by Samuels and Steele (1981),
is less known. It compensates however through the constraint of sequential selec-
tion/search, which is natural in many real-world problems. It thus has some ap-
peal for applications, as exemplified by its link with binpacking problems (Gnedin
(2000) and B&D (2001)) and with selection problems under sum-constraints,
(Coffman et al.(1987), Bruss and Robertson (1991), Rhee and Talagrand (1991)).

Having said this, we do not imply that this applicational appeal would nec-
essarily bear over to the Central Limit Theorem we are proving in this paper.
However, this limit theorem is rewarding because it gives the description of the
interdependence of the involved processes in a comprehensive and precise form.
Our approach is new, and we believe it truly advertizes the use of sophisticated
martingale techniques also outside the more familiar area of cohabitation with

stopping times.



(1.1)

(1.2)

1.2 Preliminaries. From B&D (2001) we know that the optimal selection
strategy exists, and that the resulting total random number of selections L! allows
for the following tight bounds in expectation and variance. Let v(t) = E(L%) and
o%(t) = Var(L!). Then we know already from B&D (2001)

V2t — clog(1 + V2t) < w(t) < V2t

and 1 1
3 v(t) < o?(t) < 3 v(t) + c1 log(t) + ca,

where ¢, c; and ¢y are known constants. (See Theorem 2.3 (iii) and Theorem 2.4
(ii), and Theorems 2.7 and 2.8, respectively). These inequalities will be strength-

ened in Section 3.

The optimal strategy defines at the same time the continuous time counting
process of sequential selections, denoted by (L )o<u<t. Associated with this
process is the process keeping track of the maximum of the accepted values.
We call it the running mazimum process, denoted by (M!)o<u<: (see page 325
of B&D (2001)). The process M' := (M}) is basic, the process L' := (L)
simply counts the jumps of M*. The running maximum sets, by the monotonicity
constraint of our problem, a lower threshold for selecting a current observation.
Now, if that selection had too large a value, we would restrict ourselves too
much in the selection of future values. Hence a time-dependent control is needed.
This control is provided by the process of maximum acceptance values which
we denote by (h%)o<u<t. This process h: : [0,¢] x [0,1] — [0,1] is linked to
the optimal expected length v(¢) through an auxiliary function ¢(t), implicitly
defined by v(¢(t)) + 1 = v(t), as well as a value « defined by v(a) = 1, or,
equivalently, ¢(a) = 0 (see B&D (2001), Definitions (2.5) and (2.7)). Provided
that (t —u)(1 —x) > «, this link is given by the solution of the equation

v((t—u)(1—h'(uw,2))) +1=0v({t—u)(l-2z)),

where h'(u,z) stands for hl, given that M! = z. If (t —u)(1 — z) < «, then
v((t —u)(1 —x)) < 1, and so it is optimal to accept on the next observation
bigger than z. This means we have to define h'(u,z) =1 if (t —u)(1 — ) < a.
Using again the function ¢, (see B&D (2001, p. 326)), extended by the definition
¢(y) =0 for y € [0,af, we can rewrite this for all 0 <wu <t and 0 <z <1 in
the form

hi(u,x) — x =




(1.3)

We can now describe the properties of the current maximum M? as follows: There

are
(i) jumps with intensity Al = h'(u, M}_) — M!_ | 0<u <t,
and

(ii) jump sizes uniform over [0, h(u, ML ) — M! ], 0 <wu <t.

u

These define the characteristics of the process (M} )o<u<t-

To prove our intended limit theorem we must time-scale the processes (L))
and (M!) to become (I%) and (m!), say, which we define, respectively, by
lt — Lt mt — Mt

st st

0<s<1,
and which are our central objects of study.

1.3 Objective and organization of the paper. The main objective of this paper
is to understand the whole process (L!)o<u<: in more detail, and, in particular,
its limiting behaviour as ¢ tends to infinity. Instigated by earlier results (see
Theorems 2.7 and 2.8 and Corollary 2.3 of B&D (2001)) we know already that
we can expect some Central Limit Theorem to hold. However, it is not easy to
see which Central Limit Theorem holds for the whole process, (Lf)o<u<¢. This
process is itself a function of the process (MZ)OSUSt and is therefore an intricate
process. Our attack to overcome this difficulty is to study three different processes
at the same time. All three will be, as seen in the paper, suitably normalized
versions of the following three basic martingales:

S u

lt—/dut(ht(ut,mtu)—mt), 0<s<1,
0

IE+ot(l—s)(1—mb)) —o(t), 0<s<1,

S t 2
mg—/ du <\/j(ht(ut,m3;)—mfu)> , 0<s<L
0 2

To understand these martingales we must first understand the behavior of
ht(ut,m!) — m! sufficiently well. This will be studied in Section 2. But then, to

u

control jumps of the martingales (1.4) and (1.6), we need, as we will see, a result

/ (\/;(ht(ut,mZ)—mZD du — 1, as t — oo.
0
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This is true, and the proof is given, in more generality, in Section 3. Using these
results, the Central Limit Theorem is then stated in its precise form and proved
in Section 4. This Section also contains our conclusions. In order not to overload
the notation, we will not mention the filtration we are using. This is of course the
obvious filtration, (Fy),>0 coming from the Poisson process and the observed
values, see B&D (2001). Since we time transformed the processes, the filtration

we will use for horizon ¢ is given by (Fst)o<s<i-

2. The Running-Maximum Process (m},).

In order to study h'(ut,m!) — m!, we must begin with m!. The process

(m!)o<u<t is Markov, and its generator can be computed directly from

t h*(st,x)

21 B “m“9‘9“9|w¢=x]ec&mu»:t/) (9(y) — g(a)) dy.

€

This is defined for 0 < s < 1 and functions g in the set C[0,1], the set of
continuous functions on [0,1]. We will use Dynkin’s formula, (see e.g. Protter
(1995), p. 48), from which we conclude that for such functions g the processes

0<s<1

(2.2 D i= (gtmt) ~ [ (BLg)mt )

are martingales adapted to the filtration (]:St) Using the definition of the

0<s<1"”
intensity (see (i) of Section 1) we then get

(2.3) E[L!,] = B[l}] = E[ /O : A;du}

= tE[/OS(ht(ut, mb) — mi)du},

t

where, under integration, the distinction between m!_ and m! is, of course,

irrelevant.

Using Dynkin’s formula for the choice of g being the identity together with the
initial condition m{ = 0, we obtain

(2.4 Elmt) = B[ [ (Blg)mnt) du]

s h*(ut,m?)
:E[/ t (y —m?) dy du
0

t
my,



= %E[/Os(ht(ut,mZ) —m!)? du]
Now let
(2.5) Fis,z) = \/2/2 (ht(st,:c) - x)

Then we obtain from (2.3) and (2.5)

B[] < B[ L] —n] [ o miyas

V2t V2t 0 el

which is, by the Cauchy-Schwarz inequality, not larger than
1/2

oo (o[ iemirad) " = o]

where we used (2.4) in the last equality. Since m! is bounded by 1, the latter is
clearly not larger than 1, so that we get from (2.3) and (2.4) the already known
result (see B&D(2001), Theorem 4.2 (ii)),

(2.7) %_1 - E[%} <1

We also know from B&D (2001) that E[L!] = v(t) differs from /2t by at most
c1log(t) 4 ¢2, so that E[L!/v/2t] — 1 as t — co. Further we note that

£ e < Nl <1

and that lim; . ||f*|]s = 1, where all norms are defined on € x [0,1]. But then
! 2
1= =E | [ (- ) af
0

=1 28] [ 7oty + 1711

=12+ 113
<201 = £l)
< ¢ log(t)/V2t — 0, as t — oo.

This implies that, for all 0 < s <1,
(2.8) E[/ (1 — fi(u, mi))2du} — 0, ast — o0, ,
0
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so that, for all 0 < s <1,

E[/ ft(u,mZ)du] — 8, as t — o0,
0

which we can rewrite as

Lt
(2.9) E[ S’t}—>s,ast—>oo7 forall 0 < s <1.

V2t

We now look at the asymptotic behaviour of the expectations of mt and
s
t )2 .

(my

The first one is easy, namely, from (2.6) and (2.8),

S

(2.10) VO<s<1: E[m!] :E[/S (ft(u,mZ))Qdu] — s, as t — 00.
0

The second one behaves also in the way we hope, but the proof is more intricate.
We state this result as a separate Lemma.

Lemma 2.1 Forall 0<s<1

E[(m!)?] — s* ast — oc.

2

Proof. By Dynkin’s formula, now applied with the choice g(z) = x*, we obtain

from (2.1) and (2.2)

(2.11) E[(m})?] = E[/O du t/ht(m’mt“) (y* - (mi)Q)dy}

t
my,

which can be written in the form
° Loy t\\3 t\3 tN\2/ 7t t t
Bt O du( 1R (ut, mf))* = ()] = (mf,)2 (b (ut,mly) =) ) .

We now re-arrange the terms in view of obtaining an integral of more tractable
(squared and cubic) differences [(h) — (m)]® and [(h) — (m)]?. This yields

(2.12) E[(m!)?] = E[/O du t %[ht(u,mg) —m! ]3}

u

+E[/ du t (h*(ut,ml,) — m2)2mZ]
0
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= E! +E., say.
The first term in (2.12), Ef | is up to the factor 2/3,
’ tort t t)3
E[ du = (h'(ut,m}) —m!) },
0 2
and hence according to (2.5),
P 2 T t\\2 (3t t t
El = §E|: 0 (f (uvmu)) (h (Ut7mu) - mu) du]

However we know from (2.6) that

fiu,mt) — 1in £2(Q x [0, 1]).

This ensures that (ff(u,m!))? is uniformly integrable in £(£2 x [0, 1]). Also

u

2
Bt mt) — ity = /2 ) =0 i

as t tends to infinity. Note also that the latter is bounded by 1, so that Lebesgue’s
Theorem of bounded convergence applies with

s 1
E[/ dut g(ht(u,mZ) — mi)?’] — 0, as t — oo.
0
Hence the first term E! in (2.12) vanishes as t — oo.

To look at the second term E%, we use the following simple Lemma:

Lemma 2.2 If Z, — 1 in £! and E[V,,] — 2 as n — oo with 0 <V, <1,
then E[VnZn} — .

Proof. |E[V,Z,] —E[V,]| = |E[VaZy — Vu]| S E[Va|Z, — 1]] — 0, as n — oo.
|

Returning to the proof of Lemma 2.1 we note that, as t — oo,

u

t(h'(ut,ml) —m! )2 = Q(ft(u,mm))2 — 2.

Hence, using Lemma 2.2, the second term in (2.9) satisfies:

lim E[/ du t ml, (h* (ut,ml,) — mi)z}
0

t—o0
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S
= lim E[/ du ZmZ] = 5%,
t—o0 0
which completes the proof of Lemma 2.1. m
We also have the following result as an immediate consequence:
Corollary 2.1 m! — s i.p. as t — oo, more precisely sup, |s — m.| — 0 i.p..
Proof. Using Lemma 2.1 we obtain
(2.13) E[(s — m’;)Q] =5 —2sE[m}] + E[(mé)ﬁ — 0, as t — 00,

t
s

t

which proves convergence in mean mj; — s. This implies that m — s i.p.
as t — o0o. The second part of the corollary follows as well known, from the

monotonicity of the process m‘. =

2.2 The compensator of (ml)o<u<i-

Since we know the characteristics of (m!), we can write its compensator in the

form

s ht(ut,me) 1
t ty _ oot _mt
0 )=o) [ty =

t
u

—1 ’ t t\ o t)2
—2/0dut(h (ut,mu) mu)

= /OS du (ft(u,mfu))z.

In fact, this is Dynkin’s formula as written in (2.2), and hence from (2.4)
(2.14) (mi - / du (f*(u, m’;))z) is a martingale.
0 0<s<1

To prove a Central Limit Theorem for the processes L! and M?! the above
results are not yet sufficient and we need further refinements. In particular, as
we indicated already in the Introduction, we need a result about the limiting
behavior of [ ( ft(ut,mZ))Sdu. Actually, we will study this problem in the
more general form where the power 3 of the integrand is replaced by k > 2. This
special case k = 3 seemingly does not reduce the technical difficulties. Hence it is
justified to give the more general proof. However, this proof, using several other
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preliminaries will turn out to be technical indeed, and so the reader may prefer
to drop the following section at the first reading.

3. Important technical results.

3.1 Preliminaries
We recall from B&D (2001) the two basic inequalities

: / 1
1)U(t)§ﬁ.t205,

i) v'(t) > \/2% t>a,
and the identity
i) v'(t) =1 —e H)/t, 0<t < a,

where «, defined by a = inf{s > 0;v(t) > 1} = 1.34501...., was introduced
1 (2.5) of B&D(2001).

We now obtain a strengthening of these through the following elementary Lemma.

Lemma 3.1 For 0 <t < 2, and hence in particular for 0 <t < a,

1 1—et 1

< <
1+v2t =t T V2

Proof. Let f(t) = v/2t and g(t) = t/(1 — e™?). We show that f(t) < g(t) <
f(t)+1 on [0,2]. f is concave and f(2) =2, f'(2) = 1/2, hence f(t) <1+1t/2.
Also, ¢” > 0 on [0,2] since sign{g”(t)} = sign{e '(t +2)+t—2} > 0 if
log(2 +t) — log(2 —t) > t, and this follows from log(2 + t) — log(2 — t) =
22_+: utdu = fg (24w +@2-w) ) du > fot du = t. Hence g is convex.
Therefore, with f(0) < g(0+) =1 and f(2) < ¢(2) < f(2) +1 = 3, we have
Jt)<1+4+t/2<g(t)<1+t< f(t)+1 on [0,2], and hence the proof. =

From Lemma 3.1 and i), ii) and iii) above we now have the following uniform
bounds for all t > 0,

(3.1) v(t):/o v (s)ds < /0 \/%ds:\/?t
(3.2) v(t)=/0 V(s)ds > /O \/zsljds:\/ft—log(l—l—\/ft).

Note that these bounds are simpler and slightly sharper than our previous ones

(B&D, 2001).
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(3.3)

(3.4)

3.2 A central result of convergence.

We will use the previous bounds to prove the following theorem, the proof
of which will be divided in several parts.

Theorem 3.1 Let f! be short notation for f'(ut,m!) (as defined in (2.5)).
Then, for all £ >0,

1
/ (f;i)lC du—1 i.p. ast — oo.
0

The first part of the proof consists in proving the following lemma.

Lemma 3.2 For all s <1 —+/2/t log(1 + +/2t) we have
E|l b < 1 1
[1-m!] < 8—2( — 5).
Proof. We first note that

E[L.,] =tE Uos(ht(ut,m;) —ml) du}

<5102 <E Uos(ht(ut,mg) _ m;)2duD
< /20 (E { / S(ffL)?duDI/z

< st/2\/2t (E [mi])1/2’

1/2

where we applied the Cauchy-Schwarz inequality in the first upper estimate and
the definitions of f and m! in the second and third. Hence

t
Lst

s o[5])

From the dynamic programming principle we recall that, having selected already
L%, values, the optimal continuation of our selection strategy yields the expected
number v((¢(1 — s)(1 — m!)) of acceptable values, so that the total expected
number selected under the optimal strategy up to time ¢, v(t), must satisfy

v(t) = E[L,] + E[v((t(l —s)(1— mi))}

Equivalently,



and so we obtain from the upper and lower bounds (3.1) and (3.2),

P@}>¢_—mg1+¢_ [¢%1—Qa—nw}

From this we deduce

<%2%])22<1 log(lx/;_t\/_) \/EE[( )1/2}> .

log(1 + v/2t)
>1-9 80TV 54— E[ tl”y
VT (1 —myg)
where we simply neglected the other non-negative terms. From this and from the
estimate (3.4) we then get

E[1-m!,] é1—%(1—2%-2@%1_%)1/2])

1 2log(1++v2t) 2
<l-—-—4+-="" Y /1 E[1— tlﬂ}
< S+S NeT) +S s ( Mey)

We note that, for the choice of (1—s) > 2log(1+4+/2t)/v/2t, the first three terms
sum up to a negative contribution. Therefore we have

B[1—ml] < 2V s B0 —mi)'?] < 2VTs (B[ -mi])",

S

which implies
4

B[1-ml) < 5(1-9)

V)

completing the proof. m

Remark 3.1 We note, however, that this inequality does not hold in the limit as

s — 1—, because m!, is bounded by 0 and 1, and strictly smaller than 1 with

positive probability. Thus we need a condition on s.

Lemma 3.3 Let £ > 2 and let 0 < ¢ < 1/4. Choose t sufficiently large such
that § = §(t) := 2log(1 + v/2t)/v/2t < €. Then

1-6
[ ausave
1

except on a set of measure of at most 8(2¢)'/*/(21/*F — 1).
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Proof. For the proof we use the inequality

— ot
1 —m}

(3.5) VO<u<1:fl=f(ut,mh)<

1—u’

which we prove first.

Recall definition (2.5) and equation (1.2). This yields

¢ tt(l—u)(l—mg) — ¢t —u)(1 —my,))
f \/; t(1—u) ’

where ¢(x) =0 for z < a. We rewrite this as

poo L tl-w{ = my,) — ¢ (1 —u)(1 —my,))
YVt 1—u ’
and use the known result x — ¢(z) < v2z, = > a (see B&D(2001), Theorem 2.3
(i)). This implies, at the same time, x — ¢(z) < v/2x for z < «, since then, with
a < /2, and ¢(z) =0, we have z — ¢(z) = x < v/2x. Hence

> 1 \/Qt(l—u)(l—mZ)S\/l—mz

b

YT/t 1—wu 1—u
as desired.
Now, with § = 2log(1++/2t)/+/2t as defined above, we let ng be the integer
such that

2M0§ < ¢ < Qnotly

Our goal is to find a suitable upper bound for fll:((;nﬁl) 5 ( f,}i)k du. We split this
integral into the sum

1-6 ok ng 1-2796 ok
u du = / u du,
/1—(2"0+1)6 (f ) " ;) 1—(29+1)8 (f ) !
and define

A= A, (0,8) ={w e Qi1—ml_yu05 > (29) "} 0 =0,1,0- o,

where 3 = (k) = (k—1)/k. Further let A= AgUA;U---. From the preceding
Lemma (3.2) and Markov’s inequality we find the simple upper bound

(3.6) P[A,] < (2"8) PE[1—m! 4]

1

@O e
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< gy1—0B 9n(1-p)
= 85" /k2m/k,
The probability of the realization of at least one of the events A,, has an upper

bound which can be made arbitrarily small, as we will show. Indeed, using (3.6),
we see that this probability satisfies

0

U 4.

n=0

(3.7) P

< Shsr

n=0

-8 2(1=B)(no+1) _ 1

<8 21-8) _1
8 x 2k
=ik 1 €

where the last inequality follows from 0 < e <1/4 and =1 — 1/k.

We now look at the complement, that is (J)2, An)c, and its probability.
For 1 —2"t1§<u<1-2"5 and 0 < n < ny we have 1 —u > 27§ and obtain,
using again the upper bound (3.5),

_ t
fu < ! M < (2"6)ﬁ><\/2——”:(2n5)*1/(2k)7

1—u

since, by the definition of A,,, we have 1 —m! <2"T1§ on [1 —27T1§ 1 —2"§].
Therefore (£1)* < (276)™'/? and hence

1-2"6§
(3.8) / (fg)’“ du < 27§ (276)" 12 = (276)Y/2.
1—2n+1§
Consequently, the sum of the preceding integrals for n =0,1,---,n¢ is bounded
on A¢ by

9(no+1)/2

V2-1

< 461/29m0/2 < 4 /e,

where we used v2/(v/2 — 1) = 2+ v/2 < 4 in the first inequality in (3.9), and
2"0§ < € in its second one. Taking both arguments with the bounds (3.6) and

(3.7) together we conclude that, except on a set of measure of at most 8 x
(2¢)Y/F /(21/% — 1), the statement

(3.9) Z V2r§ < V6§

[ asave

1—e¢
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holds. This proves Lemma 3.3 =

Before we pass to the next Lemma and its proof, we should motivate it:
We have information on the product space [0, 1] x 2, and we need information
regarding the L*-behaviour of the time integrals, and this for large sets of w € Q.
This is in the spirit of a Fubini theorem. However, we only have information about
L?-convergence, that has to be turned into L*-convergence or boundedness for
k > 2. This is only possible if we have an extra upper bound going beyond the
exponent k, that is, in our case, the L*°-bound. The upper bound only holds up
to time 1 — €, since there the integrands are bounded by a number depending on
€ only.

Lemma 3.4 For all € > 0 there exists ty := to(e) such that, except on a set of
measure at most e, we have

1—e
VtZtO:‘l—/ (f2)* dul < 2e.
0
Proof: For given € > 0 we take 1 > 0 such that
k k
3.10 a) (14+9Y%) <14¢e and (b) (A —Y*—n*F) >1— 2
(3.10) (a) n n

Since (a) and (b) both hold strictly in n = 0 for all k¥ = 1,2,---, and both
functions of n are continuous, such 1 > 0 exists.

Our construction will use the triangle inequality for the L* norms of the

indicator of the interval [0,1—¢] and of (1— f). The latter is estimated by n/*,
the former is precisely (1 — €)*/*. Indeed, we know that for u <1 —¢, |1 — f{i|k
is uniformly bounded by K = /1/(1 — €), and hence

1—e¢ 1—e 1
/ \1—f,;;\kdug/ K’f—zu—f;fdug/ K*=2 |1 - £t du.
0 0 0

This tends to 0 in probability as t — oo, since f! tendsto 1 in L? on Qx[0,1].
We therefore have that, for ¢ sufficiently large,

1—e i
/ 1 t* <,
0

except on a set of measure at most e. The triangular inequality for the L*-norm
and (3.10) (a) now imply that

1—e
(3.11) / (F) du < (1+ 7%k <1+
0
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The same triangular inequality implies with (3.10) (b) that

1—e¢
(312 [ = =0 gt 10
0
Clearly, (3.11) and (3.12) imply the Lemma. m.

Finally, we must study the integral over the remaining interval [1 — ¢, 1].

Lemma 3.5 For all € > 0 there exists ty such that for ¢t > ¢

1
/ (fi)*du < €, except on a set of mesure < ¢,
1-4

where, as before, § = 6(t) = \/2/t log(1 + v/2t).

Proof. Using h'(ut,m!) —m! <1—m! we have f! < \/g (1 —mt!), and hence

! t\k ' t h t\k
/1—5 (fu) du§/1_6 (5) (1 —m,,)"du.

Now E (1 —mi_;) < 46/(1 — 6)* because of Lemma 3.2. For given € > 0 take
now K < 8/e. Then

P(1—my_s>K6) <4/(K(1—6)?) <e

since 1/(1 —6)? <2 for t > ty. Therefore

1
/ (fl’i)]€ du < (t/2)/2(K§)F8 (except on a set of measure < ¢)
1-6

2 k+1

< (%)k \/g (log(1 + \/27)>k+1

<, fort > tg,

except on a set of measure of at most €, as required. m

3.3 Return to the main proof. ~We are now ready to return to the proof of
Theorem 3.1.
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Combining the statements of the four preceding results (that is Lemma 3.2 -
Lemma 3.5) and writing

1 1—e 1—6 1
t\k o t\k t\k t\k
/O (") du—/o (") du+/1_€ () du+/1_§(fu) du.

we conclude that, for arbitrary ¢ > 0, and except on a set of measure of at most
constant times €'/* (with the constant not depending on €) exceeds 1 — 2¢ but

does not exceed 1+ 5¢. This shows that fol (ffb)k du — 1 i.p. as t — oo, proving
Theorem 3.1. m

We can also show (but omit the proof) that Theorem 3.1 implies

Corollary 3.1 For all 1 < k < oo we have

1
/ }l—ffb‘kdu—>0 i.p., ast — oc.
0

4. The Central Limit Theorem.

4.1 The three martingales.
Recall the three martingales defined in (1.4) - (1.6), that is
() I fdut (B (ut,mt) —mt)
(i) 4ot —s)(1—mb))—v()
(i) = Ji du (F*ut,m}))
where we used for (iii) the now familiar f*(.,.)-notation introduced in (2.5). We

will now normalize these three martingales and then compute the skew brackets
at time 1.

For our approach we refer to Jacod and Shiryaev ((1987), see pp. 429-432)

4.2 Choice of adequate normalization.

Remember that for a martingale (V,)o<u<1, the skew bracket process (V,V) is
defined as the compensator of the process [V, V]. Recall also that our martingales
are of finite variation, and hence

(4.1) ViVle= Y (AVu)’<oo, 0<s<1.

0<u<s

We follow the order of the martingales as given above.

17



Martingale (i)

Jumps, whenever they occur, are of size 1. Recall (2.8) and remember that

u

1
(4.2) / du t (h'(ut,m!,) —m!) — 1 ast— cc.
0

This implies

| "t (Wt ) )|

=V2tE Uoldu ft(u,mi)} ~ V2t

1/2

This asymptotic behaviour suggests the normalization (v/2t) and leads us to

the process

(1L = [ du t (h'(ut,ml) —m}))
(Vi)

with the skew bracket process satisfying, as ¢ tends to infinity,

(4.3) ARE

1 S
4.4 Izt g7ty = —/ dut (Rt (ut,m!) —m!) — s.
(1.4 02,02, = o | dut (8 utml) —ml)

Martingale (ii)

This is more work because the jump sizes (when jumps occur) are now
(4.5) J(simg) =1+ v(t(l = 5)(1 = mg)) —v(t(l — 5)(1 —mg_)).

Using the characteristics this gives a skew bracket

8 Rt (ut,m?)) . 2d
/ dut(ht(ut,mZ)_mt)/ (J(u,2))" dz
0

“ ht(ut —mt) —md,

t
u

> 1/ du t (h*(ut,ml,) —m!) .
3 Jo

Here we used that jump sizes are, according to the Poisson process setting, uni-

form on [0, hf(ut — m!)) —m!] (yielding under integration the factor 1/3 for the

18



squared term), and also the concavity of v. (See the proof of Theorem 2.7 of
B&D (2001)). This is a lower bound. The upper bound

1 S
3 / du t (h'(ut —ml) —m!) + c1 + colog(t)
0

\/2_15) bz , and hence

W=

can be obtained similarly. This suggests the normalization (
we define

L+ ol —s)(1—mb)) — fu(t).

QZE =
(svar)'”

Its skew bracket process satisfies

2t 207t __ 1 Su tut. mb) — mt
(220 = s |t (1t mty —n)

1 Rt (ut,m?) '
/ dz (j(u,z))z)

h(ut, mi,) —mi, Jm,

t
u

1 S
> \/E/o dut (h*(ut,m?) —m!),

with an error term of order 103(;) . But then for all 0 <s <1,

S
<ZZt7 QZt>s—/ du f*(u,m!) — 0 i.p., ast— oc.
0
This implies (7%, 2Z%), — s i.p. as t tends to infinity.

Martingale (iii)

This is the most challenging one. Using characteristics we obtain

t 1 Rt (ut,m?)
(4.6) /0 dut (ht(ut,mi) - mi) Bt ) =t /m (y —mt)? dy

t
u

1 S
= —/ t (' (ut,m!) —mt)*du
3 Jo

- r t t 3 93/2

- 5/0 2 (' (ut, my,) = my,) iz
2 /2 [°

S )
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So we define 3Z! by

1/2 .
7t (% %) (m’;— / du(f%ut,mz))?)-
0

Lemma 3.3 with & = 3 now applies and this yields that (3Z¢3Z%), tends to
s .p..

4.2 The computation of the (Zt, iZ%),.

In order to get a Central Limit Theorem we must also control the processes
(17t,97%), for j # i, (which we call the (i,j)-terms, respectively.)

For the (1,2)-term we obtain

('7t,°2"), = (%)1/2 <ﬁ> - /Os dut (h*(ut,m;) —m;,)

Rt (ut,m?)
X hi (ut mlt> —mt / (1 +ot(l—u)(t—2))—v (t(l —u)(1l— mz))) dz,

t
u

which is, by concavity of v, at least as large as
3 [° 1
L/ dut(ht(ut,mfb) - mi) =
V2t Jo 2
3 S
= %/ du\/t/Q(ht(ut,mZ) - mi)
0

The latter tends, as we know from Section 2, to (v/3/2)s as t tends to infinity.
The same trick can, as we shall see, be applied to compute the difference

3 [ t

(2", 22", — £/ du\/j(ht(ut,mZ)—mZ))].
2/, 2

Indeed, we see that the expression

1
ﬁ E[/ dutht(ut,m!) —mt') x
v 2t 0

E

1

ht(ut,mt) — m},

ht(ut,mi)
X/t {1+v(t(1_“)(1_z)>—U((t(l—U)(l—mZ)
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ht ty _
B (ut,ml) — z } & ]
RE(ut, mt,) — m,
is bounded by /3/2t (c1 + c2log(t)) and tends therefore to zero as t tends to
infinity.

It follows that (17t 27%), — (v/3/2)s as t — oo.

We now deal with the (1,3)-term (7% 3Z%),, which is rather straightfor-
ward. The characterization yields

()" () " ot o

1 Rt (ut,m?) .
% ht(ut, mt) — m! /m Ly = my)dy

\/g ° t t 21
_7/0 dut (h'(ut,m},) —m!) 3

which tends, as we know from before, to (v/3/2) x 25 x (1/2) = (v/3/2)s as

t — oo.

The (2,3)-term (27t 3Z%), is again more difficult. We obtain

(4.7) <%>U2 ((:),/2)\/172)1/2 /O dut (h(ut,mt) —m?)

Rt (ut,m?)) oot
y / (y —my)

With the substitution

2= (y —my,)/(h (ut,my,,) —my,)

u

it is straightforward to check that the rhs of (4.7) equals

s 1
;/ dut (h'(ut,m!) —mZ)Q/ 2(1 = 2)dz
0

0
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:1/ dut (h'(ut,mt) —mt)”,
4 Jo

which tends to (1/4) x 2s = s/2 as t tends to infinity.

To see that this is the exact expression, we apply the same trick as before,
although it is now more involved:

1 R (ut,m?) oot
E[/ dut (h'(ut,ml) —m!) x / ly = m)
0

m ht(ut,mt) — m?,

t
u

(14 w(t(1 = w)(1 = y)) = o(t(1 — u)(1 = m!) ht(ut,my,) —y )i

R (ut, mt) — m,

1
5% s ' (uwy)}du),
y€[ml ,ht(ut,m?)]

where

ht (U’t7 mi) -y

R Cut, mit) —

(49)  n'uy) = 1+ o(t(1—w)(1 —y)) — v(t1 — u)(1 - mb)

But now n'(u,y) lies between 0 and 1 so that the same is true for the correspond-
ing supremum, 7!, say, in the integrand of (4.8). Moreover, for each 0 < u < 1
we know that m!, — u as t — oo and hence

t(1 —u)(1 —m!

£y = t(1 —u)? as t — oo.

For any 0 < wu <1 the latter is larger than a (see B&D (2001)) for ¢ big enough,
so that we can bound 7! from above exactly as in Lemma 2.4 of B&D (2001),
that is, bound it by

(410) ¢ sup {v”(t(l —u)(1 = ) (=121 — u)? (' (ut,mb) — m;;)z}

ye[my, ht(ut,mf,)]

=ct(l—u)’ ( it {v" (01 —u)(1 - y))(—l)}>

mt ht(ut,m?)]

< ((nf (ut, ml) — m,)? g)

The last factor tends to 1 i.p. as we know. Also, since m! and h'(ut,m?)
both tend to w i.p as t — oo, the middle factor behaves asymptotically like

(t(l — u)2> s .
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Taking both arguments together this implies that the supremum 7! tends to
0 i.p. with an order t~1/2 as t — 0.

Finally, we note that the functions (¢/2) (h!(u,t,m?) — mi)2 are uniformly

integrable on £!(Q x [0,1]) so that Lebesgue’s Theorem applies, and the whole
expression tends to zero.

Hence we conclude that

1
(27% 371, — 15 i.p ast— oo.

4.4 The control of jumps of Zt as a martingale in R>.

The next step is the control of jumps of Z!. For this, of course, only the
jumps of the process 3Z* have to be controlled.

Previous estimates showed that, conditioned on the event of a jump at time
s, the corresponding jump size is bounded by

2(1 —m?
ht(st,m%) —m' <min{ 1—m?, 2(1 = mi)
(1—s)t

We will now show that

4.11 su ht(st,mt) —mi) /4L 0 ip. ast— oo.
(4.11) p 1 (h'(st,m! s p
0<s<1

This will imply that

sup |AZ| — 0i.p.,
0<s<1

a result we need in order to apply the conditions as presented by Jacod and
Shiraev (see Jacod and Shiraev (1987), Ch VI, Prop. 3.2.6 and Ch VIII, Sect.
3.b)

To see this, let € > 0 and K = 1/€2. Further let I; = [0,1 — Kt~'/?] and
Iy =]1 — Kt='/2 1]. Then clearly

(4.12) sup {(ht(st, mb) —m!) t1/4} < (Sup —|—Sup> {(ht(st, mb) —m!) t1/4} :

Ogsgl Il 12

On the one hand we have on I;

(4.13) t1/4(ht(st mt)—mt)<t1/4 M<\/§tl/4 L:\/ie'
e T (1—-s)t — Ktl/2

On the other hand, on Iy we have the upper bound

sup (1 —mb) /4 <¢t/4 (1—m} jo12),
sels
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and here a closer analysis is needed. We look first at the expectation of this bound,

that is E [tl/‘l (1 —ml

(2.4)-(2.6)). This yields for all 0 < s <1,

} , and use the bounds obtained in Section 2 (see

i o (BILL)
(4.14) E[m}] > 5
Therefore
(4.15) u(t k) :=E [t1/4 (1- mj_Kt,m)]
2
t
< /A q_ <E [Lt(lfKt‘”Q)D
= 2t

Y O G )
21

Secondly, the dynamic programming equality in B&D (2001) gave us, for all
u € 10,1,
E[LL] +E[v((t —w)(1 —m},))] = B[L{] = v(1)

and hence, recalling m!, = M}

ut?
E [Li_KA —u(t) — E [U(Kﬂ(l - M:_Kﬂ))] .
Now use that t — K/t >t —te* for t sufficiently large so that M;_Kﬁ > M} _,.
Using this and our upper bound (3.1) we get
B (Ll qs| 2 0(®) = B [o(EVEH1 = Mi_car))]

>v(t) — B [\/2[{\/{(1 — Mt_€4t)]

> v(t) — (2K\/E)1/2E[\/ 1 - Mt—e‘lt}a
and hence, from Jensen’s inequality,

1/2
(4.16) E [Li_K\/z] > o(t) — (2KV1)Y? (E[l - Mt_€4t]) .

Now, we know that E[Mt_64t] — 1 —€* as t — oo. Therefore we have, in

particular, E[l — Mt_€4t} < 2¢? for t sufficiently large, so that from (4.15),
BIL ] 2 0(t) — @EVD)'2VE &,
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> v(t) — 2et*/*, for t sufficiently large.
This implies from (4.15)

o9 41/4\\2

,u(t, k) < t1/4 <1 _ (U(t) 2et )) ) 7
2t

and since, for ¢ big enough, v(t) > V2t — clog(t) > V2t — €t1/4, we get

(V2t — 3@1/4))2)

2t

H(tu k) S t1/4 (1 -

1
< /4 (1 -5 <2t — 6ev/2t t1/4 + 4e2t1/2>)

< M4 (3et™1Y), for ¢ sufficiently large,
< 3e.

Hence, taking the bounds on I; and I (see (4.13) and (4.17)) together, these
add up to V2 e+ 3¢ < 5¢, and so

E [ sup ‘A(?’Zt)s}} < 5e, for t sufficiently large.
0<s<1

4.5 Conclusions. This finishes the study of the control of all the relevant
terms and we can now apply the mentioned theorem (Jacod and Shiraev (1987)).
According to this, wo otain the main result:

Theorem 4.1  (The functional Central Limit Theorem.) The three-
dimensional process (Z%)p<s<1 with components

ARE W (lé - /08 du t (h'(ut,m!) — mZ)),
oz (1 + 0t = 5)(1 = mb)) = o(®)),

(v

1/2
3/t y
zi= (55 ) (e [ dulrtmt? ).
2V 2 0
tends to a three-dimensional Brownian Motion X! with covariance matrix given

by

(4.17) C=

N[ = N

| S

—_ NN
=[G

el
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Furthermore we have

E[Xs-X,] = min{s,u} -C, 0<s,u<l.

Corollary 4.1 (The Central Limit Theorem.) The random variables

L —o(t)

(2var)'”
and

Lt — 2t

tend to a standard normal variable.

Proof. This follows from the functional Central Limit where we have put
s = 1 in the second martingale 2Z%. The second line of the statement follows
easily since the difference between v(t) and /2t is of order log(t). m

We will now use the functional Central Limit Theorem to get another con-
vergence theorem. First we recall from section 2, that ||1 — ft]|3 < Clo—\/gz(t). From

this it follows that (¢)'/* fol(l — f1)2 du converges to zero i.p.. This can also be
written as

sup (£)"/*
0<s<1

— 0 2.p.

[ a5 [asara

The first martingale can therefore be tranformed into

t 1 (lt—@ °

Z. =
S
2 0

which will converge to a normalised Brownian Motion. Furthermore the three
dimensional process (z¢, 27, 3Z%) converges to a three dimensional process having
the same covariance matrix as the limit of (12, 27, 3Z%). Introducing the third
martingale in the definition of 2!, allows us to write this as

o= W (zg - g (s+m§ - (mi —/Os(fi)zdu») :

which of course is the same as

t_ 1 t 5 + mj \/ﬂlm t "2
ZS_W<ZS_\/2_t 92 )+ 9 (ms_/()(fu) du)a

(1+(f2)?) dU> :
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We now multiply this expression with /3 and substract the process 3Z*. The re-
sulting process will, as a simple calculation using the covariances shows, converge
to a normalised Brownian motion. We get the following

Corollary 4.2 The process, defined for 0 < s <1 by

i (V)

converges to a standard Brownian Motion.

Remark 4.1 The covariance-matrix in Theorem 4.1 is singular. The linear com-
bination v/3 17t — 27 — 37! tends to zero in law and therefore also in probability.
More precisely

sup ’\/§1ng, — 2Z; — 3Z§
0<s<1

— 0 .p.

The difference between

G

and 27! is a process that also tends to zero. The reader can check that, after
some tedious calculations, the above implies that (2¢)'/4(s—m!)? — 0 i.p. but it
does not give more information on the nature of the limit of (2¢)*/4(s —m?). We
remark that the inequalities (2.6) and the ones preceding it yield that E[m}] >
(v(t)/v/2t)%. Since v(t) > /2t — log(1 + v/2t), this implies that B[l —m}] <
clog(t)/v/2t. As a consequence we have that (2t)/4(1 —mt) — 0 i.p..
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